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Abstract—Advanced Metering Infrastructure (AMI) is an important component for a smart grid system to measure, collect, store, analyze and operate users consumption data. The need of communication and data transmission between consumers (smart meters) and utilities make AMI vulnerable to various attacks. In this paper, we focus on Distributed Denial of Service (DDoS) attack in the AMI network. We introduce honeypots into the AMI network as a decoy system to detect and gather attack information. We analyze the interactions between the attackers and the defenders, and derive optimal strategies for both sides. We further prove the existence of several Bayesian-Nash Equilibriums (BNEs) in the honeypot game. Finally, we evaluate our proposals on an AMI testbed in the smart grid, and the results show that our proposed strategy is effective in improving the efficiency of defense with the deployment of honeypots.
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I. INTRODUCTION

ADVANCED Metering Infrastructure (AMI) is an integration of many technologies that provide apt interactions between client terminals and third party systems. AMI is a crucial component for consumers to obtain near-real time price information, which helps them optimize their power usage. Moreover, AMI makes it possible for the grid to timely receive valuable information about consumers [1], e.g., their power consumption, aiming at ensuring and enhancing the reliability of the power system. Nonetheless, the two-way communications between the grid and the users may also increase the vulnerability of an AMI network to malicious attacks.

Security issues in networks can be summarized in terms of three main objectives: confidentiality, integrity and availability [2]. Among various types of threats in the smart grid, distributed denial-of-service (DDoS) is a typical attack that severely threatens availability of the communication network resources. DDoS attack refers to any event that can reduce or eliminate the proper execution of the network [3], by making the resources inaccessible for legitimate users.

Honeypot based approach is one of the attractive alternatives to counter DDoS attacks as it can protect the network while also consuming less resources. Honeypots are security resources that help attract, detect, and gather attack information. By pretending to be normal servers to attract the attackers, honeypots can consume attackers’ resources and time. They can also influence and interfere with the choice of intruders, and further detect the intruders’ attack intention. Other than production systems, the main system can monitor any suspicious intrusion to honeypots.

However, the existing work using honeypots mainly addresses static defense, which is insufficient to deal with dynamic attacks [4]. Dynamic attack is a persistent attempt to introduce invalid data into a system, and/or to damage or destroy data already stored in it. In addition, as a rational attacker, it is typical that the attackers generally understand the defense systems in the network by sniffing beforehand. Anti-honeypot is used by attackers to identify and detect the defense systems. The attacker can first utilize an anti-honeypot to detect the honeypot proxy server in the target network by transmitting initiative packets. Once the honeypot server determines, the attacker can bypass the honeypot, and access to the target network through other channels. If the attackers use anti-honeypots to detect the defense systems in the network successfully, they can still find the optimal attack strategies.

In this paper, we study DDoS attacks in AMI networks and introduce a Bayesian honeypot game model. We derive and prove that the equilibrium conditions can be achieved between legitimate users and attackers, for the strategies of honeypots and anti-honeypots, respectively. As a result, we can deploy honeypots reasonably in the AMI networks to consolidate the defense systems according to the equilibriums. Our proposed model does not only improve the detection rate but also helps reduce energy consumption.

To this end, our main contributions are listed as follows:

- We introduce the idea of deploying honeypots into an AMI network for designing secure communications between the operators and the consumers in the smart grid.
- We present a honeypot game to address DDoS attacks in an AMI network and analyse groups of strategies to achieve an optimal equilibrium between legitimate users and attackers.
- We conduct experiments on an AMI testbed to evaluate the performance of our strategy.

The rest of the paper is organized as follows. We propose the system model in section II. First, we introduce the AMI structure. Then we design the honeypot game model, and prove the existence of Nash equilibriums. The optimal strategies in the honeypot game model are analyzed in Section III. Experimental results are presented in Section IV. A summary of related work is provided in Section V. Finally, in Section VI, we draw the conclusion.
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II. SYSTEM MODEL

In this section, we describe the AMI structure in the smart grid. Then, we introduce the honeypot game model, define the payoff functions, and derive the Bayesian Nash equilibrium (BNE).

A. AMI Structure

AMI is an advanced form of automated meter reading (AMR). There is one-way communication facilitated for reading meters in the traditional AMR. However, AMI enables two-way communications between the utility company and meters. AMI consists of smart meters, data aggregators, central system (AMI headend), meter data management system (MDMS), and the communication networks and enabling communication technologies [5]. The headend is the intermediate agent between AMI networks and utility applications.

Smart meters are the key components in terms of AMI networks in the smart grid. Apart from measuring power consumption, smart meters can also monitor statistical data, and report to the consumers. Each smart meter connects to an aggregator and periodically forwards the power usage data to it. An aggregator receives data from a batch of meters and forwards them to the headend. Also, control commands sent by the headend is transmitted to meters via aggregators. A meter can directly reach a connection to an aggregator, or through another meter. In virtue of a unique third party network, plenty of aggregators are connected to a headend. A lot of firewalls are deployed in the network to make restrictions on communications between the energy provider’s network and AMI.

Fig. 1 demonstrates the AMI structure. We abstract the AMI network into a tree structure. The top node is the headend. Below it are aggregators. Connected to the aggregators are large numbers of smart meters. DDoS attack happens when service users cannot achieve normal service by Internet service provider (ISP) anymore, due to the depletion of network or system resources. In this example, we consider DDoS attacks that target a critical server (e.g., a FTP server or a Web server) in an AMI network. The attacker acquires a number of bots to send DDoS attack traffic to server [6]. First, nodes along the path will quickly become exhausted. Second, the downstream nodes along the main path cannot communicate with the base station properly, due to the tree-structured topology of an AMI. Thus, DDoS attacks may further lead to network paralysis, power shortages, and power overload in the smart grid, or even a major accident [7]. A DDoS attack against an AMI network can be targeted at any node in this tree structure, i.e., either at a smart meter, at an aggregator or at the headend. In this paper, we consider the first two types of attacks where honeypots can be set at the other side of the firewall away from the energy provider. They serve as decoys for the two types of nodes to lure attackers and then detect attacks by permitting themselves to be sniffed, detected or intruded.

Honeypots are designed to be attacked by hackers, they can collect evidence and help hide the real servers. In AMI networks, if the server security measures are not enough, the entire servers are exposed to the attackers. If we embed honeypots into the real servers, the real servers can serve as an internal network on the honeypots’ network port mapping, which can increase the safety ratio of the real servers. Even if the attackers penetrate the external ”servers”, they cannot obtain any valuable information, as they attack honeypots instead [8]. However, if the attackers sniff the deployment of honeypots, and further identify the types of honeypots in AMI networks by deploying anti-honeypots. The attackers can bypass the honeypots to attack the real servers. To address this issue, we propose a honeypot game model, and analyze the interactions between attackers and defenders to derive optimal strategies for honeypots deployment in the AMI networks.

B. Honeypot Game Strategy

As shown in Fig. 2, we define the honeypot game $G_1$ as $G_1 \triangleq \{\{Z,W\},\{F_{Z},F_{W}\},\{J_{Z},J_{W}\}\}$. Here, we regard the smart grid system as a service provider (SP). $\{Z,W\}$ is the finite collection of players where $Z \triangleq \{Z_1,Z_2,Z_3\}$, represents
different services: real communications, honeypot service, and anti-honeypot service, provided by the SP respectively. \( W \triangleq \{W_1,W_2\} \), represents the set of different visitors: legitimate users and attackers, respectively. \( F_Z, F_W \) is the set of strategies of the attackers and that of the honeypots, respectively. \( F_Z \triangleq \{\Omega_1,\Omega_2\} \) is a binary variable, where \( \Omega_1 \) indicates providing service. \( F_W \triangleq \{\Lambda_1,\Lambda_2\} \) is also a binary variable, where \( \Lambda_1 \) indicates providing access. \( \{F_Z,F_W\} \) denotes payoff of the players, where \( J_Z \) and \( J_W \) represent the payoffs of the real servers and the visitors, respectively. The detailed list of notations is provided in Table I.

### Table I: List of Symbols in the paper

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_1 )</td>
<td>real communications</td>
</tr>
<tr>
<td>( Z_2 )</td>
<td>honeypot service</td>
</tr>
<tr>
<td>( Z_3 )</td>
<td>anti-honeypot service</td>
</tr>
<tr>
<td>( W_1 )</td>
<td>legitimate users</td>
</tr>
<tr>
<td>( W_2 )</td>
<td>attackers</td>
</tr>
<tr>
<td>( F_Z )</td>
<td>strategies of different services</td>
</tr>
<tr>
<td>( F_W )</td>
<td>strategies of different visitors</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>legitimate users’ payoff</td>
</tr>
<tr>
<td>( \varsigma )</td>
<td>attackers’ payoff</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>attack damage factor</td>
</tr>
<tr>
<td>( \delta )</td>
<td>honeypot decoy factor</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>detection probability</td>
</tr>
<tr>
<td>( \Omega_1 )</td>
<td>SP provides service</td>
</tr>
<tr>
<td>( \Omega_2 )</td>
<td>SP does not provide service</td>
</tr>
<tr>
<td>( \Lambda_1 )</td>
<td>visitors access</td>
</tr>
<tr>
<td>( \Lambda_2 )</td>
<td>visitors do not access</td>
</tr>
</tbody>
</table>

The payoffs are discussed for three different cases as follows.

- **CASE 1.** Real smart grid communication is provided by the SP. If the legitimate users get the service, the payoff is \( \lambda (\lambda > 0) \) for legitimate users and attackers, otherwise it is \(-\lambda\) for both sides. If the attackers get the service, the service performance will deteriorate, the service-side payoff is \(-\varphi \lambda\), the attackers’ payoff is \( \varphi \lambda \) (\( \varphi \geq 1 \) represents the attack damage factor, which reflects the degree of damage due to different attacks.), or else service-side’s payoff is 0 and attackers’ payoff is 0.

- **CASE 2.** Honeypot service is provided by the SP. Honeypot is regarded as the trap to lure attackers. Thus for legitimate users, no matter whether the service-side provides honeypot service or not, they are unable to obtain normal service. Thus the payoff for the legitimate users is \(-\lambda\). If the SP provides effective honeypot service to decoy attackers successfully, the payoff for the legitimate users is \( \gamma \varsigma \) (\( \varsigma > 0 \), \( \delta \) represents decoy factor, which reflects the degree of decoy for attackers and \( \delta \geq 1 \)), the attackers’ payoff is \(-\delta \varsigma\).

- **CASE 3.** Anti-honeypot service is provided by the SP. Anti-honeypot is used by attackers to identify and detect the defense systems. Thus for legitimate users, irrespective of whether the SP provides anti-honeypot service or not, they are unable to obtain normal service. Thus the payoff is \(-\lambda\). If the anti-honeypot service is effective/successful, i.e., if it can help the attackers identify the defense systems, the attackers’ payoff is \( \sigma \varsigma \) (\( \varsigma > 0 \), \( \sigma \) represents detection probability, which reflects the performance of detecting the defense systems, \( \sigma \geq 1 \)), the legitimate users’ payoff is \(-\sigma \varsigma\).

In our model, the SP does not know the type of the visitors in advance, but it has a priori information about certain statistical metrics regarding the visitors, for instance, the distribution of the type of visitors. We assume \( \{P(W_1) = 1 - \theta, P(W_2) = \theta\} \). Similarly, we consider that the visitors also know the probability distributions of the type of services provided, where \( \{P(Z_1) = 1 - \omega, P(Z_2) = \omega, P(Z_3) = \omega\} \). Since the players are conscious of the strategies of the adversaries, we utilize Bayesian rules to obtain the posterior probability of the players in the game and calculate the expected maximum payoffs for all the players. Clearly, the SP can apply the payoffs for all the players in the game and calculate the expected maximum payoffs. Theorem 1

**Theorem 1.** A BNE strategy \( \{(\Omega_1,\Omega_1),(\Lambda_1,\Lambda_1)\} \) exists in the honeypot game model provided

\[ \Theta < \frac{\varphi}{2 + \varphi}, \quad \omega < \frac{\varphi \lambda - \delta \varsigma}{2(\delta + \sigma)}. \]
Proof: We first assume that \( J_{Z_1}(\Omega_1) = J_{Z_1}(\Omega_2) \). Then, we have

\[
\theta = \frac{\varphi}{2 + \varphi}.
\] (5)

From the perspective of the service-side, according to (5), when the visitors are attackers if \( \theta < \varphi/(2 + \varphi) \), \( \Omega_1 \) would be the dominant strategy for the SP. In that case, the SP will provide the real service. Otherwise, if \( \theta > \varphi/(2 + \varphi) \), \( \Omega_2 \) would be the dominant strategy. Considering that the players in this game should choose the dominant strategies, we can obtain the dominant strategy \( \{(\Omega_1,\Omega_1)\} \) for visitors, which is their strategy \( \{(\Omega_1,\Omega_1)\} \) under the condition \( \theta < \varphi/(2 + \varphi) \), if \( \theta > \varphi/(2 + \varphi) \), the dominant strategy is \( \{(\Omega_2,\Omega_1)\} \).

We explain and prove the dominant strategy of the SP when the visitors use strategy \( \{(\Lambda_1,\Lambda_1)\} \). Then, we need to evaluate whether the strategy \( \{(\Lambda_1,\Lambda_1)\} \) is the dominant strategy or not from the perspective of the visitors. Assuming that \( J_{W_1}(\Lambda_1) = J_{W_1}(\Lambda_2) \) and \( J_{W_2}(\Lambda_1) = J_{W_2}(\Lambda_2) \), we have

\[
\varpi = \frac{1}{2},
\] (6)

\[
\varpi = \frac{\delta \varsigma - \omega(\delta + \sigma)}{\varphi + \delta \varsigma},
\] (7)

Solving (6) and (7) simultaneously, we obtain

\[
\frac{\delta \varsigma - \omega(\delta + \sigma)}{\varphi + \delta \varsigma} = \frac{1}{2},
\] (8)

which further yields

\[
\omega = \frac{\varphi \lambda - \delta \varsigma}{2(\delta + \sigma)},
\] (9)

\[
\theta < \frac{\varphi}{2 + \varphi}, \quad \varpi < \frac{1}{2}, \quad \omega < \frac{\varphi \lambda - \delta \varsigma}{2(\delta + \sigma)}.
\] (10)

Consider the case when \( \theta < \varphi/(2 + \varphi) \). In this case, according to (6), if the probability of honeypot service is \( \varpi < 1/2 \), the legitimate users’ strategy \( \Lambda_1 \) will be the dominant strategy for SP’s strategy \( \{(\Omega_1,\Omega_1)\} \). Similarly, according to (7), if the attacker uses strategy \( \Lambda_1 \), the dominant strategy for the SP will be \( \{(\Omega_1,\Omega_1)\} \) when \( \omega < (\varphi \lambda - \delta \varsigma)/2(\delta + \sigma) \). Thus, from (8) and (9), we can obtain a Bayesian-Nash Equilibrium (BNE) strategy \( \{(\Omega_1,\Omega_1),\{(\Lambda_1,\Lambda_1)\}\} \) for the game when (10) is true.

When \( \theta > \varphi/(2 + \varphi) \), the dominant strategy of services is \( \{(\Omega_2,\Omega_1)\} \). In this case, the strategy \( \{(\Omega_1,\Omega_1),\{(\Lambda_1,\Lambda_1)\}\} \) cannot result a BNE in the game according to (7), (8), (9) and (10).

Analogously, two other BNE strategies \( \{(\Omega_1,\Omega_1),\{(\Lambda_1,\Lambda_2)\}\} \) and \( \{(\Omega_2,\Omega_1),\{(\Lambda_2,\Lambda_2)\}\} \) exist in the game under conditions (11) and (12), respectively.

\[
\theta < \frac{\varphi}{2 + \varphi}, \quad \varpi < \frac{1}{2}, \quad \omega > \frac{\varphi \lambda - \delta \varsigma}{2(\delta + \sigma)}.
\] (11)

\[
\theta > \frac{\varphi}{2 + \varphi}, \quad \varpi > \frac{1}{2}, \quad \omega > \frac{\varphi \lambda - \delta \varsigma}{2(\delta + \sigma)}.
\] (12)

In the next section, we will analyze the optimal strategies for legitimate users and attackers according to the BNEs.

III. Optimal Strategies

We first analyze the BNEs in the honeypot game model compared to the traditional game in terms of equilibrium strategies. We, then, analyse the payoffs of legitimate users and attackers via game trees.

A. Nash Equilibrium Analysis in Honeypot Game Model

Algorithm 1: Optimal strategies for honeypot game model

| Input: \( \theta, \varphi, \varpi, \omega, \lambda, \delta \) and \( \varsigma \) |
| Output: Optimal strategies \( \{(\Omega_{ii},\Omega_{jj}),(\Lambda_{ii},\Lambda_{jj})\}\) |

/* Initialize the strategies, \( \{(\Omega_1,\Omega_j)\} * /
/* Find the stable state */

if \( \theta < \varphi + 2 + \varphi \) then

if \( \omega < (\varphi \lambda - \delta \varsigma)/2(\delta + \sigma) \) and \( \varpi < 1/2 \) then

choose optimal strategy \( \{(\Omega_1,\Omega_1),(\Lambda_1,\Lambda_1)\} \).

else

1 cannot achieve a BNE.

end

if \( \omega > (\varphi \lambda - \delta \varsigma)/2(\delta + \sigma) \) and \( \varpi < 1/2 \) then

choose optimal strategy \( \{(\Omega_1,\Omega_1),(\Lambda_1,\Lambda_2)\} \).

else

1 cannot achieve a BNE.

end

end

else

if \( \omega < (\varphi \lambda - \delta \varsigma)/2(\delta + \sigma) \) and \( \varpi > 1/2 \) then

choose optimal strategy \( \{(\Omega_2,\Omega_1),(\Lambda_2,\Lambda_2)\} \).

else

1 cannot achieve a BNE.

end

end

The honeypot game model is considerably different than the traditional game model in terms of the equilibrium conditions. In a traditional Bayesian game, strategy \( \{(\Omega_1,\Lambda_1,\Lambda_2)\} \) achieves equilibrium only when \( \theta < \varphi/(2 + \varphi) \), consequently the BNE is only affected by the attackers’ probability \( \theta \) and attack factor \( \varphi \), which implies that the services can easily suffer attacks. However, in the honeypot game, \( \theta < 2/(2 + \varphi) \) is only one of the conditions for the equilibrium to exist, and it is also affected by \( \varpi \) and \( \omega \), the probability of the honeypots and anti-honeypots, attack factor \( \varphi \), decoy factor \( \delta \) and detection probability \( \varsigma \), which makes the defense mechanism more active.

We present the algorithm to reach the optimal strategies for the honeypot game model in Algorithm 1.

Figs. 3 and 4 are the game trees from the legitimate users’ perspective and from the attackers’ perspective, respectively. \( \theta \) is related to the attack damage factor \( \varphi \), according to (9), \( \omega \) is related to \( (\varphi \lambda - \delta \varsigma)/2(\delta + \sigma) \). Therefore, the BNE conditions
are de facto influenced by the value of $\varpi$, $\varphi$, $\delta$, and $\sigma$. Considering that attack factor $\varphi$ is a concrete value, we can improve the degree of decoy factor $\delta$ appropriately, and deploy the probability of honeypot $\varpi$ reasonably to achieve optimal defense strategy. On the other hand, the anti-honeypot service is to help attackers identify the defense systems. Attackers can find their optimal strategies according to $\omega = (\varphi \lambda - \delta \varsigma) / (2(\delta + \sigma))$. The term ‘optimal’ is a relative one. A Nash equilibrium is not always the pareto optimal solution but is essentially the best response for given strategies of other players. In a general context, more efficient solutions such as a correlated equilibrium or a social welfare based equilibrium, can exist. However, reaching these equilibriums require extra signaling and/or cooperation among the users. In a scenario with rational players, such ‘more efficient’ solutions, although, desirable, can not be reached. The ‘optimal’ was based on the fact that, Nash equilibrium is normally the best possible solution when the players are selfish, and when they do not/are not willing to communicate/cooperate.

More importantly, in a dynamic network, $\omega$ should be as small as possible to increase $\delta$. But the higher is $\delta$, the easier it becomes for the attackers to detect the honeypots. Thus the attackers may not carry on the attacks, and the deployment of the honeypots may consume more resources. Similarly, the lower is $\delta$, the defense systems consume fewer resources. But the detection rate is lower. Thus the probability of a successful attack will increase. In addition, we consider that when we deploy too many honeypots in the network, the defense system cannot improve their detection performance, but waste large amount of cyber resources. As a result, we need to reduce the value of $\omega$, and increase the value of the decoy factor $\delta$ reasonably in a dynamic environment, in order to find out the dynamic balance between detection rate and energy consumptions.

To this end, we may infer that when we adjust the value of the decoy factor $\delta$ appropriately, the HG model can reach a dynamic balance between detection rate and energy consumptions, and effectively solve the DDoS attacks in AMI networks. Then, the proposed model can achieve the optimal strategies for both defenders and attackers when the performance of energy consumption and detection rate reaches a dynamic balance.

IV. PERFORMANCE EVALUATIONS

In this section, we construct an AMI network testbed to evaluate the performance of our scheme. The experiment settings are explained first, followed by detailed experimental results.
A. Experiment Settings

As shown in Fig. 5, we conduct various simulations to explore the appropriate deployment of honeypots to address DDoS attacks in AMI networks. The constructed topology consists of routers, honeypots, anti-honeypots, smart meters, and normal servers using OPNET simulation environment. Normal servers are viewed as the victims of the attack, which are equivalent to the central servers of an AMI network, and dispatch data to smart meters. Since the central server is one of the most important components in an AMI network, we deploy honeypots, disguised as real servers to lure the attacks and protect the real servers.

We construct a small-scale testbed consisting of 4 servers, 10 honeypots and 2 anti-honeypots. The specific simulation and web traffic parameters are shown in Table II. In our experiments, we take two interdependent honeypot services into consideration:

- Anti-honeypot service: we assume that attackers and defenders may have their own strategies in the AMI network. We design the anti-honeypot service to help attackers identify and detect the honeypots in the defense systems.
- Honeypot service: we design the honeypot service to decoy the attackers, in order to protect the normal servers. We can reasonably deploy honeypots in AMI network, and add the decoy performance to improve the effectiveness of defense.

We consider the following combinations of energy consumption and detection rate: \( \{\omega, \omega\} = \{(0.2,0.6),(0.4,0.4),(0.6,0.2)\} \). Under these circumstances, the performance comparisons are between the existing Cluster Head (CH) model [9], All Monitor (AM) model [10], and our honeypot game (HG) model.

B. Experiment Results

Through these comparisons of the different probabilities, we will get different results for energy consumption and detection rate, which can help us find out the reasonable deployment of honeypots and anti-honeypots in the AMI network.

As shown in Fig. 6, the slope of the energy consumption curves of the HG model in AMI network are relatively smooth, which means the energy consumption is relatively slow. However, the energy consumption rate of the AM model shows substantial variation. AM model’s energy consumption far outweighs that of HG model. In addition, different \( \{\omega, \omega\} = \{(0.2,0.6),(0.4,0.4),(0.6,0.2)\} \), result in different energy consumption in HG model.

Fig. 7 shows that the CH monitor model’s detection rate is between 40% and 60%. On average, the detection rate is about 50%, which means the performance of detection rate is unstable and highly random. In contrast, when \( \{\omega, \omega\} = \{(0.2,0.6)\} \), the game model’s detection rate is between 50% and 70%. When \( \{\omega, \omega\} = \{(0.4,0.4)\} \), the game model’s detection rate is between 60% and 80%, and when \( \{\omega, \omega\} = \{(0.6,0.2)\} \), the game model’s detection rate is between 70% and 85%. These results indicate that increasing the number of honeypots in the AMI network can significantly reduce the anti-honeypot accounts for the proportion of the total number of servers. This can help the normal servers to avoid being the victims of the attacks to a considerable extent.

In addition, when \( \{\omega, \omega\} = \{(0.4,0.4)\} \), the energy consumption of the HG model is more than in the CH model, but the detection rate is also better than in the CH model. Similarly, while the energy consumption is slightly less than in the AM model, the detection rate is close to what the AM model can provide. When \( \{\omega, \omega\} = \{(0.6,0.2)\} \), the energy consumption is close to what the AM model incurs, but the detection rate is higher than in the AM model. When we continue to increase \( \omega \) and decrease \( \omega \), which means we need to deploy more honeypots in the networks. However, we find that the energy consumption and the detection rate of these two performances are worse than in the AM model. In other words, along with the change in \( \{\omega, \omega\} \), the energy consumption and the detection rate are also changing. By varying \( \{\omega, \omega\} \), we can find the appropriate value to obtain dynamic balance between energy consumption and detection rate. As a result, we can conclude that

1) In this testbed, \( \{\omega, \omega\} = \{(0.6,0.2)\} \) can achieve the optimal performance in terms of energy consumption and detection rate. Therefore, we can deploy about 10 honeypots and 3 anti-honeypots in this AMI network testbed.

### Table II: Simulation Settings

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network scale</td>
<td>400m x 400m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>500</td>
</tr>
<tr>
<td>Simulation duration</td>
<td>10 minutes</td>
</tr>
<tr>
<td>Nodes placement strategy</td>
<td>Random placement</td>
</tr>
<tr>
<td>Smart Meters-to-Router B</td>
<td>0.64 Mbps</td>
</tr>
<tr>
<td>Router B-to-Smart Meters</td>
<td>0.4 Mbps</td>
</tr>
<tr>
<td>Servers-to-Router B</td>
<td>5 Mbps</td>
</tr>
<tr>
<td>Router B-to-Gateway</td>
<td>80 Mbps</td>
</tr>
<tr>
<td>Gateway-to-Router A</td>
<td>0.3 Gbps</td>
</tr>
<tr>
<td>Demand length</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>Demand per period</td>
<td>6 s</td>
</tr>
<tr>
<td>Time between demands</td>
<td>8 s</td>
</tr>
<tr>
<td>Answer length</td>
<td>1000 bytes</td>
</tr>
<tr>
<td>Time between periods</td>
<td>12 s</td>
</tr>
<tr>
<td>Response time</td>
<td>5 ms</td>
</tr>
<tr>
<td>Compared model</td>
<td>CH monitor model, All Monitor model</td>
</tr>
</tbody>
</table>
Fig. 6: Performance for energy consumptions.

Fig. 7: Performance for detection rate.

2) In a dynamic network, more honeypots deployed in the network do not necessarily mean that the defense performance is more effective.

3) When the performance of energy consumption and detection rate reaches a dynamic balance (e.g., \( \{\varpi, \omega\} = \{(0.55, 0.25)\} \), the system model will achieve the optimal strategies for both the attackers and the defenders.

V. RELATED WORK

In this section, we propose a brief summary of the state of the art literature on security issues in AMI, honeypot for DDoS attacks, and the use of game theory for modeling DDoS attacks.

A. Security Issues in AMI

Security issues for AMI in the smart grid has been widely studied. Some work focused on intrusion detection. For instance, Faisal et al. [11] presented an Intrusion Detection System (IDS) architecture using data stream for AMI in the smart grid, and analysed the performance of existing data stream mining algorithms with an IDS data set. Wang et al. [12] introduced a framework of cost-model for evaluating the architectures of IDS. Pivotal management to strengthen the smart grid security includes a significant amount of work. For instance, Yan et al. [13] presented a novel protocol called Integrated Authentication and Confidentiality (IAC) to ensure the security in AMI communication. Liu et al. [14] presented a novel management model for large number of devices.

In addition, we can list several possible threats related to the development of smart grid as follows: a) high complexity is likely to cause the network to be much easily attacked, as well as lead to some unknown errors. b) some new types of attacks are emerged due to the interactions between different networks, and further cause the collapse of the defense system. c) multiple interfaces in the network may increase the possibility of a DDoS attack. d) multiple nodes in the network are potential threats, since they are very vulnerable to the attackers. e) a large number of data collection and two-way transmission may cause the consumer privacy and data confidentiality to be attacked [15].

B. Honeypot for DDoS

Honeypot is one of the security resources, which is used as a trap to lure the attacker. The concept of honeypots has long been used to improve security in different systems [16-18]. Provos [19] presented ‘honeyd’, which is a honeypot software package to monitor large-scale honeynet. Dagon et al. [20] presented the ‘honeyStat’ system to utilize honeypots to detect worm attacks in the networks. Jiang and Xu [21] presented a virtual honeynet system with a distributed presence and centralized operation. Wang et al. [22] presented a hybrid and distributed honeypot architecture to capture attack traffic. Vrable et al. [23] designed large-scale honeynet systems to obtain high-fidelity attack data. Tang and Chen [24] presented a novel ‘double-honeypot’ detection system which can effectively detect worm attacks.

Some previous studies pointed out the idea that honeypots can be deployed in the smart grid to attract, detect, and gather attack information [25]. Through the use of Virtual Manufacturing (VM) monitors, honeypots are reasonably deployed in the network [24], in order to monitor attacker activities [26-28]. Hastings et al. [29] set a low-interaction honeypot in the
smart grid and recorded the attack data for 6 months. Shadow honeypot [30] is a new hybrid detection method, which verifies the abnormal prognosis and improves the algorithm of hybrid detection via feedback mechanism.

C. Game Theory for Modeling DDoS

Game theory has been widely used to analyze the security of critical systems. Mirkovic and Reiher [31] presented a classification of DDoS attacks and defense mechanisms. Peng et al. [32] proposed a review of defense mechanisms and DDoS attacks based on networks. Jiang et al. [33] introduced a two-person zero-sum game to deal with DDoS traffic injection. Xu and Lee [34] proposed a game-theoretic model to solve DDoS attacks and analyzed the performance of the defense system. Yan and Eidenbenz [35] presented a novel mechanism, providing ISPs to address DDoS attacks in a non-cooperative game. Maryam et al. [36] proposed a Bayesian game model to defend against DDoS attacks in wireless sensor networks. Zang et al. [37] utilized a Bayesian game model to deal with the DDoS attack. Chai et al. [38] proposed the game model in a continuous setting, and the Nash equilibrium can be computed to address attack detection problems.

Nevertheless, to the best of our knowledge, there is little work towards the deployment of honeypots for enhancing security in the smart grid, particularly, focusing the analytical models. Our proposed model can detect DDoS attacks by deploying honeypots in AMI networks with higher probability than traditional methods. We utilize a game theoretical approach to analyze and prove the added security level due to the honeypots while also capturing characteristic features of the attackers, legitimate users, and the service providers. Thus, our model is expected to be useful in deploying honeypots in a real AMI scenario.

VI. CONCLUSION

In this paper, we introduced honeypots into the AMI network in the smart grid to address DDoS attacks. In addition, we considered the anti-honeypot problem from the perspective of attackers. We presented a honeypot game strategy to analyze the strategic interactions between the attackers and the defenders. Simulation results showed that the energy consumption and the detection rate can be improved with the proposed model, which indicate that the honeypot game strategy can be applied to an AMI network to protect the data and to further ensure the security of AMI networks in the smart grid.
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