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Abstract—Today, most of the smart phones are equipped with two network interfaces: Mobile Broadband (MBB) and Wireless Local Area Network (WLAN). Multi-path transport protocols provide increased throughput or reliability, by utilizing these interfaces simultaneously. However, multi-path transmission over networks with very different QoS characteristics is a challenge. In this paper, we studied Multi-Path TCP (MPTCP) in heterogeneous networks, specifically MBB networks and WLAN. We first investigate the effect of bufferbloat in MBB on MPTCP performance. Then, we propose a bufferbloat mitigation algorithm: Multi-Path Transport Bufferbloat Mitigation (MPT-BM). Using our algorithm, we conduct experiments in real operational networks. The experimental results show that MPT-BM outperforms the current MPTCP implementation by increasing the application goodput quality and decreasing MPTCP’s buffer delay, jitter and buffer space requirements.

I. INTRODUCTION

More than 25 years ago, window-based congestion control has been added to TCP to avoid network congestion collapses. The congestion control restricts the amount of in-flight data: losses trigger a reduction of this amount (“multiplicative decrease”), while successful transmissions allow for an increase (“additive increase”). At that time the router queues were reasonably small due to scarce and expensive memory capacity. However, today, memory capacities increase while prices decrease. This led to significantly larger router queue sizes and bufferbloat [1]: senders experience no losses and can increase their amount of in-flight data, growing latency and deteriorating application interactivity.

Multi-path transport utilizes multiple paths in the network, e.g. different ISPs, to improve the overall throughput. The IETF is currently standardizing multi-path transport as Multi-Path TCP (MPTCP) [2] for TCP and Concurrent Multi-Path Transfer for the Stream Control Transmission Protocol (CMT-SCTP) [3] for SCTP [4]. Having underlying paths with different quality of service (QoS) characteristics requires sophisticated mechanisms to handle sender and receiver buffers, e.g. buffer splitting and chunk rescheduling [5], non-renewable selective acknowledgements [6] and others [2]. This is particularly the case in mobile broadband (MBB) networks, with packet delays of up to several seconds [7]. In this paper, we therefore analyze the behavior of MPTCP in real operational networks using the NORNET EDGE [8] testbed. We consider bufferbloat in MBB networks and WLAN, and identify issues of multi-path transport in terms of throughput, delay and buffer requirements. Based on this analysis, we propose an algorithm that copes with the challenges of multi-path transport in bufferbloat wireless networks and show its applicability. Although our analysis is based on MPTCP, our approach is generic and can also be adopted by other multi-path transport protocols, like e.g. CMT-SCTP, as well.

II. BACKGROUND

A. Multi-Path TCP

Multi-path transport has shown to be beneficial for bandwidth aggregation and to increase end-host robustness [2], [3], [9]. Although many devices support multi-path, the most prominent transport protocol, i.e. TCP, is still single path.

MPTCP [2] is a major extension of TCP that supports multi-path transmission. From the application perspective, MPTCP utilizes a single standard TCP socket, whereas lower in the stack, several subflows (conventional TCP connections) may be opened. MPTCP uses two levels of congestion control: at the subflow level, each subflow is in charge of its own congestion control. At the MPTCP level, coupled congestion control is used to provide fairness among subflows [10].

B. Heterogeneous Networks

MPTCP has been evaluated for data center networks on paths with similar characteristics [2]. However, MPTCP can be also used in scenarios where it is challenging to effectively utilize the paths [3], [5], [11]. One example is a smart phone with both WLAN and MBB interfaces showing different characteristics in terms of bandwidth, delay and packet loss.

In this paper, the smart phone use case is used to evaluate MPTCP performance over real operational MBB networks and WLAN. Although MBB networks are nowadays technologically closer to 4G and beyond, many MBB networks still provide 3G coverage. Therefore, we focus on 3G, specifically, 3G Universal Mobile Telecommunications System (UMTS). Theoretically, 3G to 3.5G offer peak throughputs from 5 up to several hundreds of Mbit/s and less than 40 ms round-trip time (3GPP Release 7: HSPA+) with low loss rates [7]. To handle channel variation and avoid losses, MBB operators apply large buffers, resulting in high delays, causing bufferbloat [12] and affecting the QoS performance of network protocols.

Another common access technology is WLAN. In this paper, we consider IEEE 802.11a/g that offers a peak throughput of 54 Mbit/s. It has similar delays as 3G UMTS (with HSPA+) networks; however, it is lossier compared to 3G UMTS [13].

C. Transport Protocol Limitations under Heterogeneity

Multi-path transport protocols have to handle paths with different QoS properties [3]. Receive window limitation and head of line (HOL) blocking are the two main factors impacting performance. Both are shortly introduced here.

In order to fully utilize the capacity of a path, a sender has to keep at least the data amount given by the Bandwidth-Delay Product (BDP) in flight. The BDP for a path $i$ can be expressed as $BDP_i = BW_i \times \tau_i$, where $BW_i$ is the bandwidth and $\tau_i$ is the delay of link $i$. However, to avoid overloading the receiver, MPTCP applies window-based flow control: the

\[ \text{BDP}_i = BW_i \times \tau_i \]
maximum amount of acceptable data is signaled as advertised receiver window to the sender. Although in MPTCP, the notion of BDP is slightly different, as it aggregates the BDP of all subflows considering the highest RTT among them. Clearly, if the receive window is smaller than the BDP, the path capacity remains underutilized; see also [3, Chapter 2]. The advertised receiver windows depend on the receive buffer size; for multi-path transport, they must be sufficient for all paths to avoid blocking [3], [5].

1) Head-of-Line Blocking

Like TCP, MPTCP also provides ordered delivery. That is, all segments must be in order before the application reads them. In case of loss, all subsequent segments are held in the receive buffer until the lost packet is successfully received. This is denoted as HOL blocking [14]; it may reduce goodput and increase delay as well as jitter.

Heterogeneous paths worsen the problem, since segments arrive out-of-order from different paths. MPTCP applies two levels of receive buffering; on subflow level and on MPTCP level. First, each subflow is in charge of reordering its segments. Then, MPTCP reorders the segments from each of the subflows and finally delivers them to the application. Clearly, HOL blocking on one path (i.e. on the subflow level) also affects the overall performance of MPTCP in terms of goodput, buffer size requirements, delay and jitter.

D. Dealing with Path Heterogeneity

The Linux MPTCP implementation [2] is the reference implementation of MPTCP. Its current version 0.88 realizes a mechanism called opportunistic retransmission and penalization [2]. It tries to compensate for the receive window limitation due to Round Trip Time (RTT) differences by resending unacknowledged segment(s) on another subflow and halving the congestion window of the slow subflow, similar to chunk rescheduling for CMT-SCTP [3], [5]. Furthermore, the congestion window of the slow subflow is halved and its slow-start threshold is set to the new congestion window size. Further improvements have been introduced in [11], where – after the congestion window is halved – the slow-start threshold remains unmodified in the slow-start phase.

There are previous studies that analyze the impact of bufferbloat on transport protocols, although the focus is on wired networks and the Internet [1], [15], [16] is the only one that studied MBB networks in this context. The performance of CMT-SCTP with a bufferbloat of DLS path is shown in [3], [17]. However, the impact of bufferbloat – particularly in wireless networks – on MPTCP has not been considered previously.

III. THE IMPACT OF BUFFERBLOAT ON MPTCP

We have used two different 3G UMTS (3G$_1$ and 3G$_2$) to analyze MPTCP. Both are commercial operators in Norway with separate infrastructure. Although they use similar technologies, they operate independently, with significant performance difference. The public WLAN at Simula is used by approximately 100 people during work hours. Figure 1 and 2 show the congestion window, RTTs and application goodput of MPTCP over 3G$_1$ and 3G$_2$ as well as 3G$_2$ and WLAN.

First, we examine 3G$_1$ and 3G$_2$. This is realistic, since many buses and trains in Norway provide WLAN-based Internet. However, behind the WLAN there is just another 3G connection. In Figure 1(a), we observe gaps in goodput (around 7 s). Such gaps are undesirable for delay-sensitive applications. The main reason for the gaps is HOL blocking due to high RTTs in Figure 1(b). Note that in both networks, RTTs increase rapidly due to bufferbloat. In fact, we observe that MPTCP penalizes both links to avoid high RTTs in Figure 1(c) and 1(d). Subflow 3G$_2$ is penalized around 2.5 s, and at about 5 s, it experiences a loss (here, the slow-start threshold is set). Similarly, the 3G$_1$ subflow is penalized (at 3 s) but it increases its congestion window up to a loss (at 5.75 s). The penalization is not able to reduce the congestion window small. Since 3G$_2$ is bufferbloat, MPTCP becomes receive-window limited and, the WLAN capacity can not be fully utilized. Here, 3G$_2$ has higher capacity than WLAN, however, 3G$_2$ is the penalized path. In other words, the penalization algorithm penalizes the higher capacity link due to bufferbloat, resulting in poor overall MPTCP performance.

Bufferbloat creates an artificially high BDP that affects TCP profoundly. Congestion control needs to get a timely notification on packet drops due to congestion (acknowledgments). These notifications are then delayed by bufferbloat, which reduces the sender’s ability to quickly react to changing network conditions. In [15], the authors found out that an end-host’s concurrent traffic together with high queuing delays makes interactive traffic impossible. Finally, high buffer delays make TCP unable to correctly estimate the BDP and overshoots the path in slow-start, while being defeated in congestion avoidance [1]. These consequences are more severe with multi-path. The transport protocol requires large amounts of buffer to accommodate out-of-order packets. This can starve memory, aggravating receive window limitation and HOL blocking.

IV. MULTI-PATH TRANSPORT BUFFERBLOAT MITIGATION (MPT-BM)

Motivated by Section III, we developed an algorithm that mitigates bufferbloat in MBB networks: Multi-Path Transport Bufferbloat Mitigation (MPT-BM) that caps the RTTs by limiting the amount of data to be sent on each subflow, hence, controlling bufferbloat. Particularly, our goal is to not only improve goodput, but also reduce the receiver’s delay, jitter and buffer space requirements.

Note that such a mechanism can be compared to a delay-based congestion control in MPTCP, although this is currently unavailable. A bufferbloat avoidance algorithm for TCP is described in [12], where the receiver estimates the sender’s congestion window dynamically to adjust its advertised window size. The authors argue that placing the algorithm at the receiver, e.g., smart phone, is less troublesome than changing server machines. We implemented their algorithm and observed that it mitigates bufferbloat at an expense of reduced goodput. This is mainly due to response times and estimation inaccuracy. Therefore, we borrow the main idea of this work and make use of it for MPT-BM. This can be also implemented in other multi-path transport protocols such as CMT-SCTP.

The main idea behind MPT-BM is to capture bufferbloat by monitoring the difference between sRTT$_{min}$ and sRTT for each subflow. Whenever sRTT drifts apart from sRTT$_{min}$ of the same subflow, as a result of sending data, we take it as an indication of bufferbloat. Therefore, the congestion window for each subflow is limited by an upper bound $cwnd_{limit}$:

$$cwnd_{limit} = \lambda \ast (sRTT_{min}/sRTT) \ast cwnd,$$

where $\lambda$ is a configuration parameter that determines the toler-
We perform our evaluations in a NORDNET EDGE testbed [7], [8], [18] setup, as shown in Figure 3. We consider two different operational UMTS MBB networks in Oslo, Norway (3G2 and 3G2). The WLAN access point connects ca. 100 people during work hours in a large office complex with several other interfering WLAN networks. MPTCP was tested using bulk transfer of 16 MiB data blocks in downlink direction.

For our evaluation, we use two different scenarios. First, we consider 3G and WLAN, using the smart phone use case and providing a good example to path heterogeneity in terms of bandwidth, delay and loss. Our second scenario analyses two 3G connections. This scenario is also realistic, especially on buses and trains where WLAN access is provided over a MBB connection. We collect around 50 measurements for each scenario. All measurements are performed in the same networks and at the same locations over a period of 4 weeks.

On the system level, we flush all TCP metrics before each experiment to avoid any dependencies. Auto-tuning was left on [11]. We consider unbounded buffers, since MPTCP performance increases with larger buffer sizes [11]. Linux MPTCP version 0.88, i.e. the current state-of-the-art version, is used. In addition, Reno loss-based congestion control was chosen for TCP as well as OLIA [19] for MPTCP [20].

VI. RESULTS

MPTCP’s penalization and opportunistic retransmission algorithm tries to reduce receive window limitation caused by RTTs without taking RTTs into account. Thus, with bufferbloat, or any scenario without a steady packet flow, it does not solve the problem. From Section III, MPTCP halves the congestion window and inflates it again in slow-start.

MPT-BM has a different approach in which it tries to penalize and opportunistic retransmission of MPTCP’s bufferbloat. First, the algorithm initializes sRTTmin and sRTT. Then, sRTTmin is recomputed after each sRTT. Next, cwndlimit is computed. The sender keeps sending packets, as long as the cwndlimit is smaller than cwnd. We also define the RTT threshold Θ to activate MPT-BM on particular subflow(s). Θ can be set through a sysctl, and if it is set to zero, MPT-BM runs for all subflows. Otherwise, MPT-BM is activated whenever sRTTmin exceeds Θ. We find this necessary, since there will be scenarios with certain links, where bufferbloat is negligible.
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We perform our evaluations in a NORDNET EDGE testbed [7], [8], [18] setup, as shown in Figure 3. We consider two different operational UMTS MBB networks in Oslo, Norway (3G2 and 3G2). The WLAN access point connects ca. 100 people during work hours in a large office complex with several other interfering WLAN networks. MPTCP was tested using bulk transfer of 16 MiB data blocks in downlink direction.

For our evaluation, we use two different scenarios. First, we consider 3G and WLAN, using the smart phone use case and providing a good example to path heterogeneity in terms of bandwidth, delay and loss. Our second scenario analyses two 3G connections. This scenario is also realistic, especially on buses and trains where WLAN access is provided over a MBB connection. We collect around 50 measurements for each scenario. All measurements are performed in the same networks and at the same locations over a period of 4 weeks.

On the system level, we flush all TCP metrics before each experiment to avoid any dependencies. Auto-tuning was left on [11]. We consider unbounded buffers, since MPTCP performance increases with larger buffer sizes [11]. Linux MPTCP version 0.88, i.e. the current state-of-the-art version, is used. In addition, Reno loss-based congestion control was chosen for TCP as well as OLIA [19] for MPTCP [20].

VI. RESULTS

MPTCP’s penalization and opportunistic retransmission algorithm tries to reduce receive window limitation caused by RTTs without taking RTTs into account. Thus, with bufferbloat, or any scenario without a steady packet flow, it does not solve the problem. From Section III, MPTCP halves the congestion window and inflates it again in slow-start.

MPT-BM has a different approach in which it tries to monitor the RTTs of the subflows. It works based on the drift between sRTT and sRTTmin. This way, it controls the data to be sent. This is evaluated after every sRTT update and, hence, is responsive to sudden delay changes. Furthermore, MPT-BM attempts to bound RTTs to trade off between goodput volume versus quality, i.e. it tries to reduce delay and jitter. This leads to lower requirements for buffer space in the end-hosts and

Algorithm 1 Per-Subflow Bufferbloat Mitigation by MPT-BM

Initialization:

\[ \text{sRTT} \leftarrow \infty \; ; \; \text{sRTT}_{\text{min}} \leftarrow \infty \]

RTT estimation:

\[ \text{sRTT}_{\text{min}} \leftarrow \min (\text{sRTT}_{\text{min}}, \text{sRTT}) \]

How many segments can be sent?

\[ \text{cwnd}_{\text{limit}} \leftarrow \lambda \times (\text{sRTT}_{\text{min}} / \text{sRTT}) \times \text{cwnd} \]

\[ \text{send} \leftarrow \max (0, \min (\text{cwnd}, \text{cwnd}_{\text{limit}}) - \text{inflight}) \quad (\text{sRTT}_{\text{min}} \geq \Theta) \]

\[ \max (0, \text{cwnd} - \text{inflight}) \quad (\text{sRTT}_{\text{min}} < \Theta) \]

\(\lambda\) is the minimum sRTT over a pre-defined window given that the minimum expected RTT might change, e.g., on handover from 3G to 2G.

The steps of MPT-BM are summarized in Algorithm 1. First, the algorithm initializes sRTTmin and sRTT. Then, sRTTmin is recomputed after each sRTT. Next, cwndlimit is computed. The sender keeps sending packets, as long as the cwndlimit is smaller than cwnd. We also define the RTT threshold Θ to activate MPT-BM on particular subflow(s). Θ can be set through a sysctl, and if it is set to zero, MPT-BM runs for all subflows. Otherwise, MPT-BM is activated whenever sRTTmin exceeds Θ. We find this necessary, since there will be scenarios with certain links, where bufferbloat is negligible.
improves the protocol’s responsiveness to network events. In the following, we show how bufferbloat mitigation improves the overall application goodput quality.

A. Heterogeneous Networks

Table I provides an overview of the path characteristics of each network in terms of average RTTs and bandwidth measured with TCP. Note that the high RTTs for both 3G1 and 3G2 are caused due to bufferbloat transferring a large file. In particular, 3G2 shows larger buffers compared to 3G1; we could observe up to 2 MiB in-flight data in this network. Since 3G1 has smaller buffers than 3G2, it experiences loss earlier, and thus, it keeps the congestion window and RTTs relatively smaller. On the other hand, the WLAN network has very low RTTs, but it is also lossier compared to 3G networks. Therefore, the TCP throughput is quite low.

In order to evaluate MPTCP with MPT-BM, we consider three different scenarios: (a) 3G1+3G2, (b) 3G1+WLAN, and (c) 3G2+WLAN. In our experiments, we did not run MPT-BM on WLAN, since WLAN was not bufferbloat compared to 3G. We also set a threshold to sRTTmin (θ=100 ms), and MPT-BM is only active when a connection sRTTmin exceeds θ.

B. RTT Bounding for Bufferbloat Mitigation

From Section IV, MPT-BM bounds the RTTs based on λ. As λ increases, so does the delay between sRTT and sRTTmin increases, hence, the bufferbloat. For example, λ = 3, allows for 3 × sRTTmin. We tested different values for λ, and based on our observations, we show results for λ = 1.5 and λ = 3 to evaluate the effect on MPTCP. We compare current MPTCP and MPTCP with MPT-BM in terms of the average RTTs for each subflow of the same MPTCP session in Figure 4. The results show that MPT-BM bounds the RTTs in both 3G1 and 3G2 according to λ, where λ = 1.5 achieves lower average RTTs compared to λ = 3.0, as expected.

C. Application Goodput Quality

Next, the effect of MPT-BM on the application is shown. We evaluate the average goodput, μ, and the goodput coefficient of variation, σ/µ, where σ is the goodput standard deviation.

Subfigure 5(a) shows that, when bufferbloat is avoided with MPT-BM, the application goodput volume increases slightly compared to current MPTCP in all scenarios. Except in the scenario (c) 3G2+WLAN, the goodput with MPT-BM λ = 3.0 is 13% higher than for current MPTCP. Note that, in this scenario, MPT-BM λ = 1.5 shows a marginal improvement in goodput volume but the variance is higher compared to current MPTCP. We can explain that by looking at the delay values of provider 3G2. If λ is set to an arbitrarily small value, the connection will be throttled. In (a) 3G1+3G2, the goodput is only 8% higher. In the (b) 3G1+WLAN scenario, the goodput improvement is marginal. This is because the buffers in the 3G2 network are larger compared to the 3G1 network. However, when comparing current MPTCP and MPTCP with MPT-BM in terms of goodput variance, MPT-BM outperforms current MPTCP in all settings and scenarios. In (a) 3G1+3G2, MPT-BM for λ = 3.0 increases the average goodput volume by 8% and reduces its variation by closely 45%. In (c) 3G2+WLAN, the goodput volume is increased by 13%, while the coefficient of variation is reduced by 23%.

In terms of completion time, there is on average an improvement of 10% for all scenarios with MPT-BM for λ = 3.0. In (a) 3G1+3G2, MPTCP took 13.5 s against 12.1 s for MPTCP with MPT-BM; in (b) 3G1+WLAN, MPTCP took 15.4 s, against 14 s of MPT-BM; and in (c) 3G2+WLAN 10.9 s for current MPTCP against 9.6 s for MPTCP with MPT-BM. The improvement with MPT-BM for λ = 1.5 was marginal. This is due to small tolerance between sRTT and sRTTmin, capping the amount of data to be sent. Thus, λ should not be arbitrarily low unless the RTT characteristics of the paths are known.

While the improvement in goodput volume in networks with smaller buffers is marginal, the improvement in variance is remarkable. This is beneficial for both, multi-path transport protocol and for delay-sensitive applications. In the following, we show the benefits of MPT-BM for buffer delays and jitter.

D. Buffer Delay

Mitigating bufferbloat affects RTTs. In heterogeneous networks, this will limit the RTT differences among subflows, having a direct impact on buffer delays due to re-ordering.

Figures 6 show the CDF of MPTCP level buffer delays, for MPTCP with MPT-BM (λ = 1.5 and λ = 3.0) and current MPTCP in all different scenarios: (a) 3G1+3G2, (b) 3G1+WLAN, and (c) 3G2+WLAN. Buffer delay is measured at the MPTCP level by tracking the amount of time segments stay in the MPTCP out-of-order queue. We normalized segments to 1024 bytes, since this was on average the minimum amount of bytes written in the buffer. When RTTs are bounded, there is significantly less delay, and this is aligned to our observations in Subsection VI-C regarding application goodput. The faster the application can read data, the lower the application goodput delay and jitter are. Buffer delay gains is more evident in (a) 3G1+3G2 and (c) 3G2+WLAN, where 3G2 buffers are larger compared to 3G1. In (b) 3G1+WLAN, the improvement compared to MPTCP is also significant: approximately 80% of the cases MPTCP with MPT-BM shows less than 20 ms buffer delay with λ = 1.5 and λ = 3.0 compared to current MPTCP. However, comparing (a) 3G1+3G2 and (c) 3G2+WLAN to MPTCP shows a significant improvement: in both scenarios, buffer delays with both MPT-BM λ = 1.5 and λ = 3.0 do not exceed 20 ms, whereas current MPTCP shows considerably higher delay values.

In [21] the authors also observed high buffer delays in MPTCP with large buffer sizes. This confirms our observations in Figure 6, where current MPTCP experiences higher buffer delays in all scenarios. In MPTCP, data reordering is first done on the subflow levels, and after that, on the MPTCP level. This additional level of buffer delay could increase application goodput delay if it is taken properly into account. Looking through our dataset, scenarios (a) 3G1+3G2 and (c) 3G2+WLAN with MPTCP show maximum buffer delay of 1 s up to 3.5 s, where MPT-BM maximum buffer delays were seldom over few hundreds of milliseconds.
Table II shows median, 75% and 95% percentiles for buffer delay with current MPTCP and MPTCP with MPT-BM ($\lambda = 1.5$ and $\lambda = 3.0$). MPT-BM with both $\lambda$ reduces the time in the MPTCP out-of-order queue. In 3G + WLAN, one can see a single case for 95% percentile with MPT-BM $\lambda = 1.5$ compared to $\lambda = 3.0$, where delay for $\lambda = 1.5$ is higher. We can explain it, because 3G has higher delays compared to the other 3G provider, and $\lambda$ being arbitrarily small could cap the congestion window, throttling the connection.

E. Buffer Size Requirements

Besides delay reductions, it is interesting to look at buffer size requirements for the end-hosts. Therefore, Figure 7 presents the CDF of the buffer sizes measured at the MPTCP level to keep track of the memory allocated for segments. As shown, MPT-BM has significantly less need for buffer space on the MPTCP level. This is also related to less reordering at the receiver, mainly caused by differences in the RTTs of the subflows. This matches our observations in Subsections VI-C and VI-D: the faster the application can read data, the lower is the application goodput jitter and the delay in MPTCP reordering. Thus, less buffer space is required.

Here, the gain in terms of buffer is evident in all scenarios.
and MPTCP with MPT-BM (λ = 1.5 and λ = 3.0).

While buffer delay in Subsection VI-D is relevant for delay-sensitive applications, buffer size is central for end-hosts and multi-path transport protocol implementations. Both are crucial for busy servers with many MPTCP connections and end-hosts with limited memory, e.g., smart phones.

VII. CONCLUSIONS AND FUTURE WORK

In this work, we investigated the effect of bufferbloat on MPTCP in heterogeneous wireless networks. We proposed an algorithm, Multi-Path Transport Bufferbloat Mitigation (MPT-BM), to mitigate bufferbloat for multi-path transport in heterogeneous wireless networks. We consider 3G UMTS, WLAN and different ISPs in terms of path heterogeneity. We show that, although 3G UMTS networks use similar technologies, the different ways they are operated profoundly affect the performance of transport protocols such as MPTCP.

We showed that MPT-BM not only improves goodput volume, but also goodput variance compared to the state-of-the-art Linux MPTCP version 0.88. While the improvement in goodput volume is marginal in networks without bufferbloat, goodput variance is remarkably lower in all tested scenarios. Furthermore, we analyzed the system requirements in terms of buffer delay and size, showing that MPT-BM requires smaller buffers, hence, resulting in shorter delays compared to MPTCP. To sum up, bounding the RTTs of each of the subflows in MPTCP with MPT-BM increases the performance and robustness of multi-path transport. And the idea implemented in MPT-BM could be also beneficial for other multi-path transport protocols providing in-order data delivery.

We leave further improvements and integration of MPT-BM for future work. One possible direction could be to use λ to improve scheduling decisions. Moreover, λ could also be set by the application as an indication of tolerance to delay. MPT-BM could also take λ as a parameter to decide which subflows should be active within an MPTCP session. MPT-BM could be also evaluated against delay-based congestion control for MPTCP, but such congestion control for MPTCP is currently unavailable.

REFERENCES