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ABSTRACT

Predicting vulnerable source code helps to focus the attention of a developer, or a program analysis technique, on those parts of the code that need to be examined with more scrutiny. Recent work proposed the use of function names as semantic cues that can be learned by a deep neural network (DNN) to aid in the hunt for vulnerability of functions.

Combining identifier splitting, which we use to split each function name into its constituent words, with a novel frequency-based algorithm, we explore the extent to which the words that make up a function’s name can be used to predict potentially vulnerable functions. In contrast to the lightweight prediction provided by a DNN considering only function names, avoiding the need for a DNN provides featherweight prediction. The underlying idea is that function names that contain certain “dangerous” words are more likely to accompany vulnerable functions. Of course, this assumes that the frequency-based algorithm can be properly tuned to focus on truly dangerous words.

Because it is more transparent than a DNN, which behaves as a “black box” and thus provides no insight into the rationalization underlying its decisions, the frequency-based algorithm enables us to investigate the inner workings of the DNN. If successful, this investigation into what the DNN does and does not learn will help us train more effective future models.

We empirically evaluate our approach on a heterogeneous dataset containing over 73,000 functions labeled vulnerable, and over 950,000 functions labeled benign. Our analysis shows that words alone account for a significant portion of the DNN’s classification ability. We also find that words are of greatest value in the datasets with a more homogeneous vocabulary. Thus, when working within the scope of a given project, where the vocabulary is unavoidably homogeneous, our approach provides a cheaper, potentially complementary, technique to aid in the hunt for source-code vulnerabilities. Finally, this approach has the advantage that it is viable with orders of magnitude less training data.

1. Introduction

Security vulnerabilities in source code are a key quality concern in software development. Exploitation of vulnerabilities may cause financial damage, decrease users’ trust, and, depending on the domain, introduce personal risks. This makes identifying vulnerabilities in the early stages of software development useful. Automated software inspections have proven effective at identifying certain classes of security vulnerabilities in source code [1–4], but at the same time suffer from a considerable number of false positives [5–7]. Manual code reviews, or software inspections [8], have fewer problems with false positives, but suffer from the sheer volume of code that must be inspected [9–11]. Thus, methods that help focus the attention of a developer or program analysis technique on those parts of the code that should be examined with more scrutiny have the potential to lower false positives and overall workload.

Li et al. recently proposed LAVDNN as a lightweight approach that uses function names as semantic cues that can be learned by a Deep Neural Network (DNN) [12]. To be clear, LAVDNN is not intended as a replacement for more involved techniques that use a multitude of code features from various levels of code granularity, both for general defect prediction [13–15], and vulnerability specific methods [16–19]. Instead, it is used to triage the code and thus assist a developer in deciding where to manually inspect the code or apply more sophisticated techniques.

In a similar vein, the goal of our work is not to outperform the state of the art in defect prediction. Instead, we have two goals related to a complementary approach. First, we seek to study the viability of a novel word-frequency-based approach, and second we aim to use this approach to provide a level of interpretability to the LAVDNN
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model. If, after tuning, the frequency-based approach manages reasonable performance, it then suggests future opportunities to improve vulnerability predictors such as LAVDNN by augmenting them with information gleaned from what we refer to as dangerous words. Though a “dangerous word” is not in and of itself a danger, the word may be a red flag, much in the same way that a code smell is not a problem in and of itself, but suggests a point of potential concern. If successful, the frequency-based approach provides a featherweight alternative that avoids the need to construct a DNN, which, among other things, finds the approach viable using orders of magnitude less training data.

The paper also investigates the degree to which LAVDNN is leveraging the presence of dangerous words. If the frequency approach provides similar performance, then it suggests that we have succeeded in interpreting the learning of the DNN as we have evidence that LAVDNN learns to identify dangerous words. On the other hand, a difference in performance indicates that LAVDNN learns something orthogonal to the words. Thus a contribution of our work includes its exploration of model interpretability. For example, although Li et al. claim impressive results (with \( F_2 \)-scores reaching 0.910 and 0.915 for, respectively, C/C++ and Python programs), our experiments, as well as the data presented in their work [12, Table 11], show a steep drop-off in efficacy on real-world systems. Nevertheless, the impressive published performance of LAVDNN both raises the question of “what makes it tick” and also makes it a prime candidate for further study. Understanding why and when LAVDNN is successful may have implications for understanding how to better discover vulnerable functions universally. It is therefore instructive to try and understand what LAVDNN is actually learning, either to improve LAVDNN itself, or to develop complementary techniques. For example, are certain words, abbreviations, or other language patterns indicative of vulnerabilities?

**Contributions:** We investigate how the individual words that make up each function name affect vulnerability predictions:

- We present a featherweight approach, FAVD (Featherweight Assisted Vulnerability Discovery), that uses the notion of dangerous words as semantic cues. The underlying idea is that when developers choose semantically sensible names, a vulnerable function is more likely to be given a name that contains dangerous words.
- We explore two methods for identifying dangerous word: the first, FAVD_\text{LAVDNN}, uses LAVDNN [12] as classifier to determine if a word should be considered dangerous. FAVD_\text{LAVDNN}'s performance provides insights into the role that dangerous words play in the LAVDNN model. The second method for identifying dangerous words, FAVD_\text{F}, identifies dangerous words based on the frequency of the words in the names of known vulnerable and benign functions. Comparing these two with LAVDNN enables us to provide insight into what is learned by the otherwise black-box approach used by LAVDNN. To begin with, the comparison of LAVDNN and FAVD_\text{LAVDNN} tells us about the use of words by LAVDNN, but tells us nothing about the absolute value of those words in the prediction. FAVD_\text{F} provides that baseline. For example, if FAVD_\text{F} performs worse than FAVD_\text{LAVDNN} then we can assert that LAVDNN is making use of features beyond words.
- We empirically evaluate the predictive ability of FAVD_\text{LAVDNN} and FAVD_\text{F} using nine datasets ranging in vocabulary diversity. Our analysis shows that words alone account for a significant portion of the DNN's classification ability especially with more homogeneous vocabularies. Hence, it is feasible to train a featherweight “triage predictor” using the function names associated with past vulnerabilities of a mature project to gain an initial focus. Furthermore, this technique requires orders of magnitude less training data, and can thus easily complement existing techniques for vulnerability prediction.

The paper is organized as follows: Sections 2 and 3 present the background and the approach itself. Sections 4 and 5 introduce our research questions and experimental design, followed by a discussion of results in Section 6. We survey related work in Section 7 and conclude in Section 8.

2. Background

2.1. LAVDNN

The LAVDNN model was trained on an (undisclosed)\(^\dagger\) dataset of 8,525 vulnerable function names extracted from the Common Vulnerabilities and Exposures (CVE) database, and 8,000 benign function names extracted from open-source projects [12]. Each name was one-hot encoded into a matrix of 66 rows (for the allowed alphanumeric characters) and 50 columns (for the allowed maximum function-name length), which together with its label as benign or vulnerable, was used to train a multi-layer Bidirectional Long Short Term Memory (LSTM) network for classification. LAVDNN concludes with two densely connected output nodes whose values are run through a softmax function. Thus, the network outputs the likelihoods that a function is “vulnerable” or “benign” as values in the range 0.0–1.0. The authors experimentally determine that a threshold value of 0.55 for the “vulnerable” class provides the best performance. Thus, function names with a score of 0.55 or greater in the “vulnerable” output node are classified as vulnerable and the rest benign.

Care must be taken when referring to the paper that introduced LAVDNN [12]. While the paper claims very impressive \( F_2 \) values, computing \( F_2 \) values using data from the paper's Table 11 produces much lower \( F_2 \) values for real-world systems (e.g., 0.683 for LibTIFF \& 0.746 for FFmpeg). These values cannot be reproduced, because the paper’s limited replication package, which only includes the function names from these two systems, does not label them as vulnerable or benign. Fortunately, Lin et al. [20] independently provide the necessary data, albeit for slightly newer versions of LibTIFF and FFmpeg. However, as shown in the last column of Table 4, discussed later, applying LAVDNN to this data results in the notably lower \( F_2 \) scores of 0.292 for LibTIFF and 0.083 for FFmpeg.

2.2. Identifier splitting

Identifier splitting [21] splits an identifier into its constituent parts, called terms. For example, the identifier \texttt{read} \_\texttt{file} includes the terms \texttt{read} and \texttt{file}. Splitting algorithms range from conservative (looking for Camel and Snake case) to aggressive (e.g., able to separate max\texttt{x}str\_len into max, str, and len) [22].

3. Approach

This section describes FAVD, our algorithm for featherweight assisted vulnerability discovery, the core of which is given as Algorithm 1. The algorithm takes as input three parameters and outputs the set of identifiers predicted to be vulnerable, \( V \). The output is a subset of the first input parameter, \( I \), which is the set of identifiers being tested. The second input parameter is the training data, \( T \), which is a set of identifiers each labeled as vulnerable if it is the name of a function with a vulnerability and benign otherwise. The final input parameter, \( \text{min\_score} \), is the minimum score that an identifier must receive to be returned by \texttt{Rank} as a dangerous word. The algorithm first conservatively splits each function name from the training data into its constituent terms. The resulting set of terms is used as the source of potential dangerous words:

\(^\dagger\) We have requested this data from the authors but could not obtain it.
Definition 1. A word is a dangerous word if its presence in a function’s name correlates with the function being more likely to include a vulnerability.

For example, functions that accept user input are often vulnerable to various stack attacks. The names of such functions often include words such as read or input. Thus, we may classify read and input as “dangerous,” marking functions using those terms as potentially vulnerable.

FAVD’s primary goal is converting a set of terms into a ranked list of dangerous words. This is done by the function Rank, which takes the set of terms and a minimum (dangerousness) score. This function first assigns a dangerousness score to each term and then discards those terms whose score is less than the given minimum, min_score. It returns a list of the remaining terms in decreasing order of dangerousness.

FAVD next calls the function FindBest, which takes the list of dangerous words and the training data, and outputs two values: cutoff and threshold. The cutoff determines how many of the dangerous words are retained when predicting the vulnerability of the test data found in I. If the percentage (see Algorithm 1) of a function-name’s terms that are dangerous is greater than threshold, then the function is predicted to be vulnerable.

FindBest searches for a winning combination of these two. For example, having a small cutoff means a short list of dangerous words, which often works better with a low threshold, because with few dangerous words, most identifiers will have at most a few dangerous terms. On the other hand, when cutoff is large, there are lots of dangerous words, and a higher threshold often works better.

As mentioned in Section 1, we experiment with two different vulnerability discovery algorithms, FAVD1 and FAVD2. These differ only in the implementation of the function Rank. In the ideal case, Rank returns exactly those words that will identify the vulnerable identifiers in the test data, I. We approximate this ideal using two different ranking functions, RL and RF. The first, Rl, uses LAVDNN to determine each term’s dangerousness. Here, each term found in a function name is fed into LAVDNN in isolation, thereby producing a score for the term between 0.00 and 1.00.

The second ranking function, RF, is based on term frequency, and is thus entirely independent of LAVDNN. This enables us to better understand the value that the words that make up a function’s name play in LAVDNN’s assessment. It produces integer term scores as follows: for each vulnerable identifier in the training data it increments the dangerousness score of all of the identifier’s terms by the constant plus, while for each benign identifier it decrements this score by the constant minus. Using different pairs of constants, referred to as weights, allows RF to place more or less emphasis on terms frequently found in the vulnerable or benign training data.

4. Research questions

RQ1 What is the result of being excessively conservative and declaring all functions vulnerable? – While simplistic, this is the lightest-weight of approaches and is guaranteed to have high recall, so it sets a good baseline.

```
input : test identifiers I, labeled training data T, min_score
output : set of vulnerable identifiers, V
terms ← Unique (Split (T))
dangerous ← Rank (terms, min_score))
cutoff, threshold ← FindBest (dangerous, T)
for id ∈ I do
    terms ← Unique (Split (id))
    percentage ← |terms ∩ dangerous|/|terms|
    V ← V ∪ {id } if percentage > threshold
end
Algorithm 1: FAVD vulnerability prediction.
```

RQ2 Can LAVDNN be used to construct a list of dangerous words that can effectively predict vulnerable functions? – In other words, can LAVDNN predict which terms are associated with vulnerable functions?

RQ3 Does direct construction of a list of dangerous words provide insight to what LAVDNN learns? – In order to investigate the potential value that terms might bring to the DNN, we use term frequency as an alternative method of determining the list of dangerous words.

5. Experimental design

5.1. Datasets and ground truth

We consider the nine datasets shown in Table 1 (note that the ninth dataset, within, aggregates the first six datasets). For each dataset, we work exclusively with lists of benign and vulnerable function names. We clean each list by removing “internal” duplicates (caused when two or more functions share the same name). For each dataset, we make the lists of benign and vulnerable names disjoint, taking the conservative stance that names appearing on both lists are potentially vulnerable. A replication package with our data is available on GitHub and Zenodo.

The first six datasets in Table 1 come from data shared by Lin et al. [20]. They extracted 457 vulnerable functions from six open-source projects based on CVE reports [23] and added 32,531 benign functions from each project’s source code repository. Table 1 shows the sizes for each after cleaning. Asterisk is a C++ library for PBX integration and Pidgin is a library for developing chat clients. The other four projects are from more closely related domains, with FFmpeg and VLC being well-known video applications, and LibPNG and LibTIFF providing image manipulation. The main programming language for all projects is C, with small amounts of C++, Python, HTML, Shell, and Assembly. Table 2 summarizes demographic details of the six projects of the within dataset.

We first consider these six in isolation, performing k-fold cross-validation separately, per project. That is, we use the names from each project independent of the other projects. Given the identifiers in these experiments are coming from a single project, they are expected to have the least diversity in their vocabulary. By the diversity of a vocabulary, we mean the variety of words used. For example, the vocabulary built from the identifiers remove_node and remove_edge show less diversity than the one built from the identifiers remove_node and delete_edge. This gives us an indication of how well a proposed algorithm performs when applied to a mature system, where there exists vulnerability data from exploits found in older versions of the system to train against. When comparing these six to the loo and VDISC datasets, we often aggregate them by taking means. We refer to this aggregate as the within dataset.

The next dataset, loo, makes use of the same six open-source projects. However, this time we perform leave-one-out cross-validation

Table 1

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Vulnerable</th>
<th>Benign</th>
<th>% vuln.</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asterisk</td>
<td>49</td>
<td>1012</td>
<td>0.5%</td>
<td>2</td>
</tr>
<tr>
<td>FFmpeg</td>
<td>184</td>
<td>4379</td>
<td>4.2%</td>
<td>18</td>
</tr>
<tr>
<td>LibPNG</td>
<td>31</td>
<td>491</td>
<td>6.3%</td>
<td>0</td>
</tr>
<tr>
<td>LibTIFF</td>
<td>75</td>
<td>522</td>
<td>13.6%</td>
<td>8</td>
</tr>
<tr>
<td>Pidgin</td>
<td>26</td>
<td>6722</td>
<td>0.3%</td>
<td>0</td>
</tr>
<tr>
<td>VLC</td>
<td>37</td>
<td>2699</td>
<td>1.4%</td>
<td>3</td>
</tr>
<tr>
<td>VDISC</td>
<td>402</td>
<td>24906</td>
<td>1.6%</td>
<td>33</td>
</tr>
<tr>
<td>loo</td>
<td>72612</td>
<td>932741</td>
<td>7.2%</td>
<td>11970</td>
</tr>
</tbody>
</table>

on the set of six. Leave-one-out cross-validation uses the vulnerability of function names from all but one of the projects to predict the vulnerability of function names from the one left out. The names are not expected to be as similar as in the first six datasets (i.e., they have higher diversity), but because a number of the projects are from similar domains, we expect some similarity.

The largest dataset, VDISC, was extracted from the data published by Russell et al. [25]. It contains 1.27 million functions mined from open-source software, labeled for potential vulnerability by static analysis tools. After cleaning, we end up with 1,005,353 function names, including 72,612 marked as vulnerable and 932,741 marked as benign. Because some of this data is likely included in the within and loo datasets, we never combine it with either of the two, however studying them separately improves the external validity of our analysis. For example, one interesting difference is that the percentage of vulnerable identifiers in the loo dataset is only 1.6%, which is a notably smaller than the 7.2% of the VDISC dataset.

5.2. Performance measures

Our goal is to classify function names as either vulnerable or benign. We define true positives, TP, as the correctly identified vulnerable functions, false negatives, FN, as the correctly identified benign functions, false positives, FP, as any benign function identified as vulnerable, and false negatives, FN, as any vulnerable function identified as benign.

The evaluation of the quality of this classification is based on a combination of precision and recall. Precision is the fraction of function names determined to be vulnerable that actually are. In other words, \( TP / (TP + FP) \). \( TP / (TP + FP) \) Recall is the fraction of all vulnerable functions correctly determined to be vulnerable. In other words, \( TP / (TP + FN) \).

Precision and recall often oppose each other. For example, high precision is often possible by choosing only those cases that you are very sure of, but this necessarily lowers recall. The balanced F-score, \( F_1 \), is the mean of precision and recall, and thus provides a balanced combination of the two.

However, as Li et al. observe, “in vulnerability detecting systems, it is first necessary to detect as many vulnerabilities as possible. When analyzing the source code, the false reporting may increase the workload, but failing to identify a vulnerable function is costly and unacceptable” [12]. To support this position, they use the \( F_2 \)-score, which values recall over precision. In general

\[
F_p = \frac{(1 + \beta^2) \text{Precision} \times \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}} = \frac{(1 + \beta^2)TP}{(1 + \beta^2)TP + \beta^2FN + FP}
\]

For consistency, we follow Li et al. and use \( \beta = 2 \), and thus focus the evaluation on the \( F_2 \)-score, \( 5TP / (5TP + 4FN + FP) \).

5.3. Procedure

The surface goal of both \( R_L \) and \( R_F \) is to retain only high-impact dangerous words. However, too high a minimum (too high a value of min_score in Algorithm 1) can starve the algorithm of sufficient vocabulary. Therefore, we consider a range of minimum scores in the experiments. For \( R_L \), we initially consider values between 0.00 and 1.00 stepping by 0.05. We later add a few additional values to zoom in on points of interest. For \( R_F \), we consider only two minimums: none, where all terms are considered dangerous, and zero, which eliminates terms of low dangerousness. This is sufficient for \( R_F \), because we can use the relative values of plus and minus to impact the number of terms that receive a positive score. Note that when including all words on the list of dangerous words, their relative position is still impacted by the values of plus and minus.

Beneath the surface, we are interested in forming a better understanding of the role that the terms found in function names play in LAVDNN’s ability to identify dangerous functions. Thus, while the results include some direct comparisons, we are more interested in the deeper understanding that the relative performance and the relative value of dangerous words bring to the prediction.

To provide some intuition for the words ranked as the most dangerous and the least dangerous, Table 3 lists the top ten examples from each category as identified by \( R_F \). Over 90% of the top ten most dangerous words occur in more vulnerable names than benign names. The LibPNG name handle is a classic example of the expected behavior. Of the fifteen function names that include the word handle, ten are on the vulnerable list. In extreme cases all the names are vulnerable. For example, in Pidgin the word mxml is found in six names, all vulnerable, while the VLC word AVI is found in two names, both vulnerable. In LibPNG the word read occurs in five vulnerable names and 19 benign names. In all five vulnerable names (e.g., png_push_read_chunk) the top scoring word png also appears. None of the ten least dangerous words from LibPNG occur in a vulnerable name.

Considering the least dangerous words, most occurrences are found in benign names. With the exception of FFmpeg there are only zero to six occurrences of all ten words in the vulnerable names for each program. While for FFmpeg the least vulnerable names occur in 97 names, each is counter balanced by numerous benign occurrences. For example, frame occurs in 33 vulnerable names, but 293 benign ones.

6. Results

6.1. RQ1

Our first research question considers the results of being excessively conservative by predicting that all functions are vulnerable. This approach provides intuition for the meaningful range of \( F_2 \) scores. A perfect predictor attains the highest possible \( F_2 \) score of 1.0, while the worst-case \( F_2 \) score is 0.0. The \( F_2 \) score for a random predictor depends on the percentage of vulnerable functions. For example, the VDISC dataset, with its 72,612 vulnerable functions and 932,741 benign ones, is 7.2% vulnerable, meaning a random predictor will generate \( TP = \)

<table>
<thead>
<tr>
<th>Features</th>
<th>Asterisk</th>
<th>FFmpeg</th>
<th>LibPNG</th>
<th>LibTFF</th>
<th>Pidgin</th>
<th>VLC</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of contributors</td>
<td>302</td>
<td>1,968</td>
<td>58</td>
<td>64</td>
<td>790</td>
<td>924</td>
</tr>
<tr>
<td>total LOC</td>
<td>2,529k</td>
<td>1,248k</td>
<td>462k</td>
<td>267k</td>
<td>224k</td>
<td>717k</td>
</tr>
<tr>
<td>estimated effort (years)</td>
<td>741</td>
<td>356</td>
<td>122</td>
<td>68</td>
<td>52</td>
<td>197</td>
</tr>
<tr>
<td>number of commits</td>
<td>96,265</td>
<td>102,835</td>
<td>10,679</td>
<td>6,447</td>
<td>40,605</td>
<td>88,567</td>
</tr>
<tr>
<td>files modified</td>
<td>17,777</td>
<td>10,082</td>
<td>4,724</td>
<td>1,830</td>
<td>12,199</td>
<td>16,012</td>
</tr>
<tr>
<td>lines added</td>
<td>140,51k</td>
<td>4,292k</td>
<td>2,378k</td>
<td>1,229k</td>
<td>8,321k</td>
<td>4,989k</td>
</tr>
<tr>
<td>lines removed</td>
<td>9,996k</td>
<td>2,316k</td>
<td>1,696k</td>
<td>938k</td>
<td>7,549k</td>
<td>3,991k</td>
</tr>
<tr>
<td>security confidence</td>
<td>97.84%</td>
<td>95.14%</td>
<td>85.41%</td>
<td>91.35%</td>
<td>N/A*</td>
<td>N/A*</td>
</tr>
<tr>
<td>vulnerability exposure</td>
<td>1.1%</td>
<td>4.3%</td>
<td>27.0%</td>
<td>21.8%</td>
<td>N/A*</td>
<td>N/A*</td>
</tr>
</tbody>
</table>

*There were no vulnerabilities reported for Pidgin and VLC in OpenHub.

### Table 2: Demographic details characterizing the projects in our dataset (src: OpenHub [24]).
the loo minor variation that we summarize in the table using the mean. For predicted $F$ all-vulnerable dataset with its 7.2% vulnerable functions, results in an
When only 1.6% of the functions are vulnerable, the resulting $F$ produces very high accuracies (e.g., 0.928 for the $FN = 3.6\%$ and $FP = TN = 46.4\%$, yielding an $F_2$ score of 0.228. When only 1.6% of the functions are vulnerable, the resulting $F_2$ score drops to 0.071.

Assuming that all functions are vulnerable, there are no false negatives or true negatives, and thus $F_N$ and $T_N$ are both zero. In part because $F_2$ favors recall, the all-vulnerable assumption will yield predicted $F_2$ scores slightly higher than random. For example, the VDISC dataset with its 7.2% vulnerable functions, results in an all-vulnerable predicted $F_2$ score of 0.280.

Conversely, given our imbalanced dataset, a high-accuracy strategy is to classify all functions as being in the dominant class. In our case, most functions are benign. Predicting that all functions are benign produces very high accuracies (e.g., 0.928 for the VDISC dataset). However, other than highlighting a potential misinterpretation, classifying all functions as benign makes little sense in the context of vulnerability prediction; thus, we consider it no further.

In support of RQ1, Table 4 shows the empirical and theoretical $F_2$ values for each dataset. These two scores provide some intuition for the performance of the simple all-vulnerable predictor. The empirical $F_2$ value for each fold is based on the number of vulnerable and benign functions in that fold. For the $k$-fold validations this leads to some minor variation that we summarize in the table using the mean. For the loo dataset the empirical values deviate from the theoretical values because the distribution of vulnerable names is far less uniform. Table 4 also shows performance of LAVDNN for comparison.

Thus, in summary for RQ1, Table 4 shows that the $F_2$ scores for this ultra-conservative approach range from 0.034 to 0.564 in line with the relative number of vulnerable and benign functions in each fold of each dataset. While its 100% recall may be the most redeeming quality, the all-vulnerable predictor sets a baseline for the minimum performance expected of a more sophisticated predictor. In RQ2 and RQ3, our goal is to provide an interpretability viewpoint for the LAVDNN model. We accomplish this by replacing all words being dangerous with more sophisticated techniques that we then compared to all-vulnerable and to each other.

6.2. RQ2

RQ2 investigates using $R_2$ as the Rank function in Algorithm 1, that is, it studies how well LAVDNN can predict dangerous words. We begin our analysis with the two graphs shown in Fig. 1. The upper graph shows the minimum score on the $x$-axis and the $F_2$ score on the $y$-axis. Note that the $x$-axis is not to scale because values between 0.90 and 1.00 are more interesting. The line colors represent the three datasets within, loo, and VDISC. For comparison, the three horizontal lines show the $F_2$ scores from the ultra-conservative all-vulnerable predictor considered in RQ1 when applied to the three datasets.

The lower chart in Fig. 1 shows how increasing the required minimum score decreases the number of words considered dangerous (variable dangerous in Algorithm 1). With this decrease, the expectation is that the remaining, higher scoring, words will be better predictors, but apply to fewer vulnerable functions. This pattern is just evident in the very slight increase in the $F_2$ values for the loo and within datasets in the top chart. However the pattern is not strong and the trend for VDISC actually declines (reflecting the dataset being starved for useful vocabulary). However, the fact that the $F_2$ scores are relatively flat suggests that the reduction in the number of dangerous words is not providing greater discrimination, and thus that words given higher scores by $R_2$ are not necessarily better predictors of vulnerable functions.

Objectively, for VDISC, $R_2$ always underperforms the all-vulnerable predictor (top two lines in the top chart of Fig. 1). However, $R_2$ outperforms the all-vulnerable predictor on the other two datasets. Omitting the minimum score of 1.00, where all three $F_2$ scores plummet to near zero, all three differences are statistically significant (t-test $p < 0.0001$ for VDISC and within, and $p = 0.0011$ for loo, using the data shown in Fig. 1).
In summary, LAVDNN finds limited success at identifying dangerous words. \( R_L \) works better with the smaller, more focused, datasets of within and loo. However, we note two caveats: first, the data clearly show that using too high a minimum score leads to too few dangerous words, which dramatically lowers the \( F_2 \) score, and second, it must be pointed out that on an absolute scale, the resulting \( F_2 \) scores are all on the low side.

Looking ahead to the comparison with \( R_F \), we note that numerically the best performance for VDISC is with a minimum score of 0.05, while for loo it is 0.90, and for within 0.99. These values, which are all evident in Fig. 1, reflect artifacts of the vocabularies. For example, for VDISC, finding the best performance with such a low minimum score indicates that the search is starved for high-quality vocabulary, while at the other end of the spectrum, for within, the very high minimum excludes all but the most suspect words.

6.3. RQ3

Our third research question explores replacing \( R_L \)’s use of LAVDNN with \( R_F \)’s frequency-based approach. If the performance of \( R_F \) is similar, it suggests that LAVDNN also captures notions related to word frequencies. Interestingly, if the alternative shows better performance, then it suggests the use of dangerous words to augment the training of next generation of predictors. While the range of alternatives is virtually limitless, because we are interested in the contribution of the terms, we consider a family of algorithms that use term frequencies to determine potentially dangerous words. For example, a straightforward algorithm would assert that all terms found in vulnerable function names in the training data are dangerous. More sophisticated approaches would consider as negative evidence terms (frequently) occurring in benign function names.

The family we consider increases a term’s dangerousness when the term appears in function names from the vulnerable training data and decreases it when the term appears in names from the benign training data. Thus, the algorithm assigns higher scores to terms that have high frequency in the vulnerable training data and low frequency in the benign training data. We refer to this as a family because we consider \( R_F \) with a range of different weights (a pair of the amount added to, and the amount subtracted from, a term’s score).

Algorithm 1’s performance is impacted by the cutoff and threshold values returned by FindBest. This section first explores the cutoff/threshold search space. It then considers a range of fixed weights, and finally considers an algorithm that determines the best weight based on the training data.

6.3.1. Exploration of cutoff and threshold

The exploration starts by considering the collection of ROC graphs shown in Figs. 2–4. These graphs are for the optimal weights, which provide greater discrimination and thus make visual patterns easier to observe. A ROC graph plots the true-positive rate against the false-positive rate at various settings of a parameter (in our case threshold). They are useful for comparing classifiers with each other and with a “no skill” classifier. An ideal model produces a ROC curve that goes straight up and then straight over to the right, while the no-skill classifier produces a 45-degree line from the origin to the upper right.

When producing these graphs, we increment cutoff in steps of 100 to reduce visual clutter. The cutoff search landscape is reasonably smooth because, for example, in the step from 4100 to 4200, the first 4100 words are the same. Increments of 100 help speed up analysis and limit the size of the charts, while having no meaningful impact on their interpretation.

The graphs help us understand the interplay between cutoff and threshold. When threshold is 0.00, all function names are predicted to be vulnerable, and thus, performance degenerates to that of the all-vulnerable classifier. At this point, both the true-positive rate and the false-negative rate are 1.00 and the ROC curve ends at the upper right of the chart. With the exception of Fig. 2 we suppress this threshold
because it causes considerable visual clutter (explaining the absence of lines to (1,1) in the other ROC charts).

To begin with, we consider the ROC graph for FFmpeg shown in Fig. 2 where each ROC curve shows threshold going from 1.00 to 0.00, while curve color shows cutoff going from small (red shift) to large (blue shift). Increasing cutoff can be seen to have two effects: first, it tends to flatten the curve, and second early on when cutoff goes from 1 to 101 the true-positive rate increases dramatically (from about 0.40 to about 0.65). Here the true-positive rate increases much more than the false-positive rate. However, by the time cutoff includes most of the words, the performance has degraded below that of a no-skill classifier. Therefore, in practice, a user might choose to increase cutoff until the false-positive rate reaches some tolerance (i.e., patience for wrong answers). Taken together, these two effects imply that the list of dangerous words has its most dangerous words first. Hence, we have our first interesting difference between \( R_F \) and \( R_{L} \), because \( R_{L} \) failed to effectively rank the dangerous words.

Fig. 3 illustrates minimum score’s impact. These graphs show ROC curves for LibPNG, which is one of the datasets where \( R_F \) excels. Hence, the ROC curves are all closer to the ideal “up and over” curve. The ROC curves in these two charts show one of 10-sample cutoff’s. The upper chart in Fig. 3 shows F-all, which uses no minimum score, and thus includes all words as potentially dangerous words. The lower chart shows F-0, where a minimum score of zero is used. F-0’s restriction to only high-scoring words clearly causes the ROC curves to more closely resemble the ideal “up and over” curve than the flatter (inferior) ROC curves of F-all. Finally, the comparison again indicates that the high-scoring words are more likely to be associated with vulnerable functions.

Fig. 4 shows the VDISC dataset (the loo curves are similar). The curves reinforce the pattern seen above where larger values of cutoff degrade performance. Because this dataset has the least useful vocabulary all cutoff’s except for the smallest, 1, and the largest, 130,001, show very similar overlapping performance. However, the patterns observed above are still evident. For example, performance improves when using more of the vocabulary up until the very end where, for the final cutoff value, performance dips below that of the no-skill classifier.

To summarize, there is a sweet-spot at rather small values of cutoff and threshold. Smaller cutoff values include only the highest scoring words: as seen in the ROC curves as cutoff increases there is a ubiquitous flattening of the curve. Having a limited number of dangerous words works best when combined with a low threshold because this combination requires only a few of a function name’s terms to be on the dangerous words list.

6.3.2. Exploring the impact of weight

Initially, we explore the impact of a range of fixed weights, and later we apply an algorithm that dynamically determines the best weight based on the training data. Fig. 5 shows the performance of \( R_F \) for the three datasets within, loo, and VDISC. In this graph, the x-axis shows a range of weights. Each pair, plus-minus, shows the amount added to the score for each term in a vulnerable function name followed by the amount subtracted for each term in a benign function name. For reference, the graph also includes the performance of \( R_L \), which appears as a horizontal line because it is not affected by the weights.

Each line in the graph shows the performance of a specific ranking algorithm, which we refer to using a tag including three things: ‘L’ for \( R_L \) or ‘F’ for \( R_F \), the dataset involved: ‘within’, ‘loo’, or ‘VDISC’, and the minimum score, where ‘all’ denotes that there is no minimum, and thus all words are included (in which case the ranking affects only the order of the words). For example, the tag F-within-0 is the top line, which applies \( R_F \) to the within dataset using a minimum score of 0.

Minimum score can help focus the analysis on high-scoring words. This effect is evident in the two lines for \( R_F \) applied to the within data set, F-within-0 and F-within-all. It can also limit the available vocabulary, which can hurt performance. This can be seen clearly in the case of VDISC where, on the left of the figure, F-VDISC-0 performs dramatically worse than F-VDISC-all, then, moving to the right as the weights favor inclusion, the performance gap disappears. Thus, enforcing a minimum can help focus the algorithm on high-scoring words, but it does so at the expense of limiting the available vocabulary.

Big picture, \( R_F \) performs best with the more focused vocabulary of the within dataset, which shows the impact of having the right vocabulary. In this case cross-validation within each project clearly provides relevant vocabulary. The top two curves also illustrate the impact of applying a minimum score to the list of dangerous words, which accounts for the gap between them.

For the loo dataset, \( R_F \) struggles to outperform \( R_L \). When including all words, the performance clearly degrades moving from left to right, which indicates that the list is loosing focus. The implication here is that it is more important to reduce the importance of terms from benign function names than to reinforce terms from vulnerable function names. For example, with a weight of 1–10, a word has to be very rare in the benign data to maintain a high score. When using a minimum score of 0, this pattern is eventually seen at the far right. However, at the far left the \( F_L \) score suffers because the minimum limits the number of dangerous words to the detriment of the algorithm. This improves dramatically from 3-4 to 3-2 and levels off until it plummets at the far right where unwanted words do not get enough negative weight.

Finally, for the VDISC dataset \( R_F \) is barely able to outperform \( R_L \). It only truly does so at the far right where the weight finally concentrates the truly dangerous vocabulary. Note that despite the positive slope on the right side of the graph, running the weights out to 1000-1 shows no further improvement. The left of the graph parallels that of the loo dataset with F-VDISC-0 being starved for vocabulary. One interesting feature of F-VDISC-all is that to the left of 3-2, the training data leads
the algorithm to include all of the terms as potential dangerous words. Here the performance is similar to L-VDISC-0.05, where the minimum score of 0.05 includes all but the lowest-scoring words.

For the F-VDISC-all data, it is interesting that the weights 1-10 and 10-1 have similar performance (one might see 1-10 as all the uninteresting words “taking a step back” while 10-1 as all the interesting words “taking a step forward”). More formally, on the left for F-VDISC-0 only words that are absent from the benign list are included because of the large minus value in the weights. Using $V$ for vulnerable and $B$ for benign this is the set $V - B$. At the far right the influence of $B$ is negligible and the resulting set is effectively $V$. Digging deeper and comparing the values of cutoff used, for 1-10 each fold uses all of the 130 thousand unique words available. In contrast, for 10-1, only 14% are used. Thus, the important vocabulary is effectively concentrated by the weight 10-1 better than the weight 1-10. That this concentration does not give notably better performance is an indication of the lack of useful vocabulary in the VDISC dataset. Therefore, we can percolate truly dangerous words to the beginning of the list, but lack a sufficient number of them to improve the $F_2$ score.

To objectively consider the vocabulary patterns, we statistically compare the models used to construct Fig. 5. We also consider the impact of vocabulary size. Table 5 summarizes the results of Tukey’s Honestly Significant Difference (HSD) applied to each dataset. This test identifies specific treatment means that differ from each other (those that do not share a letter). For the within dataset, $R_F$ is clearly the more successful. Of particular interest is that for F-within-0, an average of only 49 words are deemed dangerous, which is a mere 3% of the 1613 words used by F-within-all. This is the frequency algorithm at its best. The same pattern is seen with the loo dataset.
where F-loo-0 selects only 3% of the dangerous words used by F-loo-all (202 versus 6618). However, none of the numeric differences for the loo dataset are statistically significant. Still, it is interesting that F-loo-0 has better numeric performance while using only 3% of the dangerous words. Finally, for VDISC, the opposite is true. For example, comparing F-VDISC-all and F-VDISC-0, the use of a larger vocabulary is accompanied by better performance. The data in Table 5 reinforces the general pattern where $R_F$ shines when given a more focused vocabulary.

Finally, in the table, higher standard deviation is the reason that no statistically significant differences are seen with the loo dataset despite some of the numeric differences in the $F_2$ scores being on par with those attained using the VDISC dataset. This is not unexpected as the VDISC dataset is a large uniform dataset where, as shown in Table 1, the projects of loo have very different characteristics. Characterizing the data shown in Table 5: with the right well-focused vocabulary, $R_F$ performs quite well indicating that words valuable to the prediction make to the discrimination of vulnerable functions. To provide an indication of how much room there is for improvement, the last column of Table 6 shows the best $R_F$ score that one might expect to attain on the training data.

6.3.3. Determining the best weights using training data

In production, $R_F$ determines the best weight based on the training data. Our current algorithm uses a simple brute-force search through the list of weights used to create in Fig. 5, and selects the weight providing the best performance. The result is shown in Fig. 6, which compares $R_F$ using all words and a minimum score of zero with the best performing minimum scores for $R_F$ for the within, loo, and VDISC datasets (0.99, 0.90, and 0.05, respectively). The x-axis shows the dataset while the y-axis shows the $F_2$ score. Note that in the following, we look at the individual datasets of within separately.

From an interpretability viewpoint, there is clear evidence in Fig. 6 that LAVDNN is not exploiting terms to the extent possible. Specifically, Pidgin, and to a lesser extent LibPNG, showcase $R_F$’s advantage over $R_L$ at exploiting a focused vocabulary. While less pronounced, the same is true of FFmpeg and VLC. Of the remaining two projects from the within dataset Asterisk proves universally hard to predict while LibTIFF is comparatively easy to predict for both $R_L$ and $R_F$.

Table 6 shows the results of ANOVAs separately comparing the two $R_F$ models (F-all and F-0) with the three top-performing $R_L$ models. $R_F$’s performance shows that terms have unexploited value in six of the nine datasets where $R_F$ performs better than $R_L$. Furthermore, its performance is inferior on only one (where the p-value of 0.0264 is not a strong endorsement). These results reinforce the general pattern seen in the previous analysis, where the frequency models excel when using smaller and less diverse vocabularies. The only within dataset that $R_F$ truly struggles with is Asterisk, which, as seen in Table 1, has the largest vocabulary and lowest percentage of vulnerable functions.

While it is easy to get drawn into the relative comparison of the $F_2$ scores, we are also interested in the relative contribution that terms make to the discrimination of vulnerable functions. To provide an indication of how much room there is for improvement, the last column of Table 6 shows the best $F_2$ score that $R_F$ attains on the training data. While not a hard limit on its performance with the test data, typically, for the given list of dangerous words, the $F_2$ score on the training data provides an upper bound for a value seen using the test data. Thus, this column provides an indication of the best that one might expect to
attain using only the terms found in the function names. While some projects such as LibPNG and LibTIFF show room for improvement, projects such as Pidgin and FFmpeg are within 0.038 and 0.011 of their maximum \( F_2 \) score.

Finally, Table 7 shows the number of dangerous words used by \( R_F \) for each dataset found on the x-axis of Fig. 6. What is quite striking in the table is how well the small vocabularies perform when using a minimum score of zero (e.g., with LibPNG and LibTIFF). While the smaller vocabularies never produce a numerically higher \( F_2 \) score, none of the differences is statistically significant (the smallest \( p \)-value is 0.729).

### 6.3.4. Summary

Returning to RQ3’s “Does direct construction of the dangerous words list provide insight into LAVDNN?” The answer is a resounding “yes.” As seen in Table 6, \( R_F \) outperforms \( R_J \) for most datasets. While on an absolute scale the \( F_2 \) values are not high, the important take home message here is that there is utility in the terms that LAVDNN is failing to exploit. Hence, the training of future Deep Neural Networks aimed at vulnerability prediction should include features based on the terms in the hope of better exploiting their potential. Furthermore, the relative performance on within where the vocabulary is more focused, suggests two additional things. First, considered in the context of an evolving system where past data from the same system can be used in the prediction, \( R_F \) alone provides a lightweight pre-filter to activities such as manual code review. The second interesting implication comes from \( R_F \) attaining respectable performance on some of the datasets (i.e., Pidgin’s \( F_2 \) score of 0.651 and LibPNG of 0.629). Specifically, these results are achieved using vanishingly little training data from the neural net training perspective (e.g., only 26 and 31 vulnerable function names exist in the data for Pidgin and LibPNG, respectively).

### 6.4. Threats to validity

We identify potential threats to the validity of our experimental design and evaluation. One such threat is that the source of our VDISC dataset is a collection of functions extracted from open-source projects [25] that are unknown to us, both in scope, demographics, and domain. This may have resulted in an unknown bias effect regarding our results for VDISC. Furthermore, we evaluate on only six project-based datasets. It would mitigate this threat to external validity if the number of such datasets was increased. We continue to look for additional datasets to use in our experiments. The external validity of our diversity observations could also be improved by access to more data with a known heterogeneity.

Moreover, the greedy search used by FindBest trades precision (finding a global maximum) for speed. Thus, we prioritize performance, but internal validity could improve using techniques with a lower chance of getting stuck in local maxima. While this search is an approximation because local maxima exist, exhaustive searches using the smaller datasets found the error was only a few percent.

A further threat arises from the tools used in our study. There may be defects in the implementation that escaped our testing, thereby affecting our results. The same is true of LAVDNN, which was provided by its authors.

Finally, the statistical tests used are all well established and their implementations publicly available in \( R \), and thus well vetted. However, it is possible that more appropriate tests unknown to us might provide more appropriate evidence. We also endeavored to follow the most up-to-date information from the statistics community when interpreting the models [26].

### 7. Related work

A source code vulnerability is a weakness in the source code that can be exploited into a security issue. Publicly known vulnerabilities are organized by common identifiers in the Common Vulnerabilities and Exposures (CVE) database [23], where they are classified using the Common Weakness Enumeration (CWE) [27], and ranked using the Common Vulnerability Scoring System (CVSS) [28].

Over the last two decades, various methods have been presented to identify potential security vulnerabilities in code based on static program analysis [3,4]. The recent advances and successes in machine learning (ML) have resulted in an increased interest in adapting these techniques to the vulnerability prediction problem [29–33]. However, the choice of feature types, classifiers, and data balancing techniques has a large impact on the prediction’s performance [34].

The naturalness hypothesis [35] states that source code exhibits similar statistical properties as other forms of human communication. This means that corpus-based statistical learning can capture the local regularity in source code, i.e., such models can predict with high accuracy what code to expect in a given context, or what properties such code should have. One application of this idea is the use of deep feature representation learning on lexed C and C++ source code for automatic function-level vulnerability detection [25].

![Fig. 6. Dataset comparison (formally a bar graph is appropriate, but lines make the values visually easier to compare).](image-url)
Recall Neural Networks (RNN) and Long Short Term Memory networks (LSTM) have been successfully applied for code reviews and vulnerability detection [36–38], for example by training a Bidirectional LSTM on so-called code gadgets, which are collections of semantically related lines [19]. Semantic properties of code can be predicted using code2vec [39], which represents code snippets as a fixed-length vector, very similar to how word2vec [40] represents sentences. Harer et al. find that ML-based vulnerability prediction trained directly on C and C++ source code performs better than alternative approaches that were trained using semantic (build-time) information for the same source code (such as control flow information and def-use relations) [41].

One of the main challenges to all of these approaches is that they are computationally expensive to develop, as well as to keep up to date with newly discovered vulnerability patterns. The LAVDNN research [12] that inspired this paper is an example of a more lightweight approach with modoest goals. By using function names as semantic cues for training a Deep Neural Network (DNN), the model aims to predict potential vulnerability of a function based on its name, with the goal of helping a developer (or analysis technique) focus on those functions that should be scrutinized more carefully.

8. Concluding remarks

LAVDNN [12] attempts lightweight function vulnerability prediction based solely on the function’s name. This paper takes that idea a step further and explores featherweight prediction based solely on the terms that make up function names. In doing so, this paper aims to provide an interpretability viewpoint for better understanding of an otherwise “black box” DNN. We find that LAVDNN has limited ability to identify dangerous words, and generally cannot provide an effective ranking of those words.

Comparing the relative performance of FAVD_L and FAVD_F allows us to probe whether LAVDNN learns “dangerous words” or attempts classification in other ways. Generally, FAVD_L provides much more consistent (though not very good) performance. When faced with a diverse dataset such as VDISC, the performance is generally better than FAVD_F. However, with the more focused vocabulary of a single system, FAVD_F dramatically outperforms FAVD_L. From this, we can conclude that LAVDNN has some ability to identify dangerous words, but does not generally provide an effective ranking of those words.

The performance difference suggests that there is room to augment DNN’s with networks that directly learn dangerous words, particularly in more mature projects with more stable vocabularies. It is also worth noting that there are many cases in which FAVD_F outperforms the publicly available implementation of LAVDNN. This improvement suggests two things. First, augmentation with a dangerous words predictor can improve predictions if appropriate context is detected. The second implication is that for a mature project, FAVD_L might replace LAVDNN as an even lighter weight predictor. In this case, FAVD_L has the advantage that it needs orders of magnitude less training data.

Future work includes qualitative analysis that uses the ground truth to assess to what extent the vulnerability predictions by the two approaches overlap, are in conflict, or are complementary. When LAVDNN is to be augmented by other word finding algorithms, it is critical to understand what words LAVDNN already finds. Another possibility is to try to determine if the DNN picks up on patterns involving various n-grams (e.g., 3-grams composed of three consecutive letters from an identifier) and also on non-adjacent letter patterns in the identifiers. With respect to the technique itself, one area for future work is to consider alternative sources of dangerous words. These need not all be code-based. For example, issues noted during requirements solicitation might provide a source of additional dangerous words.

As a possible LAVDNN augmentation, we plan to investigate heavier-weight vocabulary possibilities. For example, we plan to train a similar model to LAVDNN on our own data, and investigate the value of splitting identifiers during the DNN model training phase. We also plan to consider sources of vocabulary beyond function names to improve the prediction, such as, formal parameters, called functions, and alike.
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