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Abstract

Testing and, more specifically, the regression testing of database applications is highly challenging and costly. One can rely on production data or generate synthetic data, for example based on combinatorial techniques or operational profiles. Both approaches have drawbacks and advantages. Automating testing with production data is impractical and combinatorial test suites might not be representative of system operations.

In this paper, based on a large scale case study in a representative development environment, we explore the cost and effectiveness of various approaches and their combination for the regression testing of database applications, based on production data and synthetic data generated through classification tree models of the input domain.

The results confirm that combinatorial test suite specifications bear little relation to test suite specifications derived from the system operational profile. Nevertheless, combinatorial testing strategies are effective, both in terms of the number of regression faults discovered but also, more surprisingly, in terms of the importance of these faults. However, our study also shows that relying solely on synthesized test data derived from test models could lead to important faults slipping to production. Thus, we recommend that testing on production data and combinatorial testing be combined to achieve optimal results.
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1. Introduction

In large database applications, constructing synthetic test data is often deemed too time-consuming because of the large number of data dependencies in a typical relational database. Thus, a common strategy when testing database applications is to rely on production data for testing, i.e. data from the system operation. However, available production data may not satisfy all the requirements of the test plan (test specifications), thus forcing the testers to manipulate and/or extend the production data to make it adequate. Both the task of identifying appropriate test data and subsequently manipulating it if it does not exactly fit the needs, is a tedious process for the testers. The use of production data nevertheless remains common practice due to the lack of alternatives.

In order to achieve effective test automation, for example to support regression testing, we would like to rely on test suites conforming to clear test strategies, i.e. devised in a structured and systematic manner, to ensure predictability of test results both in terms of coverage and fault revealing power. Thus, automatically generating synthetic test data becomes necessary. Yet again, when generating test data, a wide range of possibilities opens up. Rather than finding appropriate production data, the challenge shifts to limiting the amount of test data to generate to a proper sized test suite matching the available test budget, while still ensuring predictable quality. Combinatorial testing is an attractive strategy for generating compact n-way test suite specifications \cite{1, 2}, and consequently a natural starting point for test data generation. Classification tree modeling is a common approach to combinatorial test design \cite{3}, in which the input domain of the system under test is modeled as a classification tree, which in turn is used to generate a combinatorial test suite specification \cite{4}.

However, based on our experience, combinatorial test suite specifications do not necessarily align well with system usage and the benefits in terms of risk reduction resulting from testing are therefore unclear. In other
words, when your test model is fairly complex, a compact combinatorial test suite may mostly consist of test cases that are rarely or never executed in the real operation of the system. To ensure that tests match meaningful and representative executions of the system, we can analyze the operational profile of some of the functional areas of the system under test, on which basis we can generate test suite specifications directly aligned with system usage. Alternatively, we can use the operational profile to weigh the properties in our combinatorial models (classification trees), which is then used to generate more representative combinatorial test suites.

In this paper we present an empirical investigation, in a real and representative database application development environment, of various strategies for the selection and generation of test data for database applications. We assess production data and generate synthetic test data following various combinatorial strategies based on classification tree models. We focus on system level regression testing and run actual regression tests to compare the fault detection rate of each strategy. Our case study focuses on the following questions:

- What combinatorial test coverage can be expected from production data? It is important to understand the scope of production data if they are to be used for testing, and also help determine whether additional data need to be synthesized for achieving satisfactory testing.

- How effective are synthesized combinatorial regression test suites, based on pair-wise and three-wise coverage, at assessing and eliminating the risks of failure? Combinatorial test suites tend to be compact, as they target model coverage with a small set of test cases. It is then interesting to explore to what extent the compact test suites are representative of the usage of the system being tested. This will determine whether they are able to detect relevant faults, that is faults that are likely to manifest themselves in practice and present significant risks.

- Can operational profile analysis help guide the synthesis of more effective regression tests? One important question is whether we can use an operational profile analysis to weight model property values, in order to generate more representative combinatorial test suites. As an alternative to combinatorial testing, we must also investigate whether synthesized data based on an operational profile is an effective regression test strategy, or a complement to combinatorial testing.

- How do test strategies compare, in terms of their ability to detect faults, during regression testing and when generated according to: (1) Synthesized combinatorial test data (pair-wise and three-wise), (2) The operational profile of the system, (3) Synthesized pair-wise test data weighed based on the operational profile, and (4) production data. Whether to test on production data or synthesized data often comes down to what is more practical in a given context. However, assessing both alternatives and comparing them is interesting to understand the consequences of choosing one over the other or combining them. Furthermore, it is interesting to investigate whether synthesized data based on the operational profile can detect similar faults as tests derived from production data.

The remainder of the paper is organized as follows: Section 2 provides information about the industrial context of our work, along with the background and motivation for our case study. Section 3 outlines a practical approach to generate test data, based on classification tree models, and the matching of production data against these models. The design of the case study is presented in Section 4, along with empirical results, discussions, and threats to validity. Related work is reported in Section 5, before drawing conclusions in Section 6.

2. Background and motivation

The Norwegian Tax Department maintains several large database systems. For example, the Norwegian tax accounting system, SOFIE, serves more than 3,000 end users (taxation officers) and handle yearly tax revenues of approximately 600 Billion NOK. Common to these systems is that they process large amounts of data, and accordingly the business logic of the systems is organized into batch programs to ensure efficient data processing. Batch programs typically process large sets of input data and run to completion without human intervention. This makes them suitable for automated transaction handling, and the batches are thereby often scheduled to run periodically. As being a part of the Tax Department portfolio, the systems are subject to changes in taxation laws, along with usual maintenance activities, thus causing continuous changes to the batch programs. It is vital for the tax department to avoid releasing faults upon changes and maintain system quality to preserve taxpayers’ confidence. Nevertheless, regression faults in the batch programs have been a struggle throughout the years. Further, the batch programs process large amounts of data, spanning a wide variety of
possible test cases, which makes manual testing inadequate to support quality assurance in the context of frequent changes.

2.1. Automated regression testing

To address some of the issues mentioned above, we proposed a partly automated regression test procedure and tool (DART) tailored to database applications [5]. It compares executions of a changed version of the program against the original version of the program and identifies deviations, that is differences in the way the database is manipulated between the two executions. In each test execution, the database manipulations are logged according to a specification by the tester indicating the tables and columns to monitor. The database manipulations from each execution are compared across system versions to produce a set of deviations, which indicate either correct changes or regression faults.

The strength of this approach is that it provides the ability to verify the entire set of test data executed by a batch automatically. As an example, lets say we execute a batch running the tax calculation for 10,000 taxpayers, each constituting a test case. Manually verifying 10,000 tests is far beyond what a tester can realistically handle. Therefore, one would have to pick out a small sample to analyze based on qualified guesses whereas the rest of the 10,000 tax calculations would remain unattended and pose substantial risk to the system release. However, with the regression test procedure suggested above for database applications, all the 10,000 tax calculations will automatically be compared against a previous execution to separate the test cases that deviated from the ones that did not.

2.2. Observations regarding test data

Throughout initial phases of applying the proposed methodology for automated regression testing, we made a number of observations regarding test data, that formed the basis for the work presented in this paper. Our case study is further elaborated in Section 4, whereas the remainder of this section will elaborate on the observations motivating it.

2.2.1. Testing using production data

In a system like SOFIE, like in many other database applications, there are vast amounts of data available from the production environment of the system. Consequently, the testing of SOFIE has traditionally been heavily relying on the use of anonymized production data. In practice, the test data is made available by making a copy of the production database for testing purposes and then reusing input files from the production environment when running tests.

This was our starting point for the regression testing of the batch programs. However, initial regression tests on production data indicated significant redundancy in the data and very unpredictable test coverage. Redundancy was visible when conducting the deviation analysis, as many test cases executed the system in a similar way and triggered the same fault, thus causing many redundant deviations to inspect. The unpredictable test coverage became evident when we ran the same regression test (same batch program versions) using three different sets of production data and found some overlapping faults, but also many distinct ones in each set. These observations led us to further investigate the applicability of production data for regression testing. Given the arbitrariness of relying on production data for testing (the availability and characteristics of data vary over time), what level of redundancy and coverage should be expected? Thus, research question one (RQ1) is about assessing the common practice of using production data for testing, as further specified in section 4.1. We believe this question is important, as it is common practice in many governmental institutions and private enterprises maintaining large database applications, to rely on production data when testing. To provide industrial figures regarding the redundancy and coverage from such data is important to better understand the strength and weaknesses of such an approach. Such increased awareness could also help influence decisions on whether to take on a more ambitious approach for generating test data, and investigate the benefits and challenges of doing so.

2.2.2. Generating synthetic test data

The observations regarding the high level of redundancy and unpredictable coverage in production data, along with other impracticalities, motivated us to start generating synthetic test data. As will be elaborated further in Section 3, we rely on classification tree models to model the input domain of the system under test. Classification tree modeling is a category-partition-based modeling technique, where properties of the input domain is modeled in a hierarchical tree structure [6, 3]. Each property is further split into equivalence classes, each one representing a distinct range of values in the property domain. We use these models to drive the test data generation, and when we started testing with synthetic test data we used algorithms to generate pairwise combinatorial test suites, to ensure good model
coverage (all pairs of equivalence classes are covered), while minimizing the test suites. We then ran regression tests, found faults and reported them, but found that most of them were rejected by software engineers (not corrected) as they were deemed too rare to happen often enough in the operation of the system to justify the cost of fixing them. In other words, we found theoretically viable functional faults, that bore little relevance to the practical operation of the system. Whereas this experience in isolation does not rule out pair-wise testing as a plausible test technique, it certainly made us think twice about whether pair-wise test suites were adequate to support regression testing. However, there is no harm in finding faults that are regarded as unimportant, as long as it does not come at the cost of finding the more important ones.

2.2.3. Analyzing the operational profile of the system under test

Given the significant number of unimportant faults found with pair-wise testing, we realized that it would make sense to complement pair-wise testing, with test suites that better reflected the operations of the system. Thus, we conducted an analysis of the operational profile of a part of the system under test, to better understand which executions that are most common in the operation of the system [7]. We did this by matching actual tax calculations for more than four million taxpayers with the classification tree model, in order to learn the number of test cases matching the different model partitions (abstract test cases) and also the frequency of each equivalence class of a property in the operation of the system. Thus, in our context an operational profile is represented as a probability distribution of equivalence classes and model partitions for a given classification tree model.

We found that the five most frequent model partitions contained approximately 1,400,000, 1,200,000, 450,000, 260,000 and 230,000 tax calculations, respectively. Furthermore, the ten most frequent model partitions in the operational profile of the system represented 93% of all the tax calculations, while the fifty most frequent ones represented 98% of all the tax calculations. This showed that by including relatively few test cases, we would ensure test coverage of the most frequent system executions, which would hopefully prevent faults from affecting the vast majority of taxpayers. Based on the observations made regarding pair-wise test suites and the analysis of the operational profile, we wanted to investigate how the partitions (test cases) generated by the pair-wise and three-wise algorithms aligned with the partitions from a test suite based on the operational profile of the system, and also their relative fault detection revealing power. This led to RQ2 and RQ3, which are about evaluating the practice of pair-wise and three-wise testing in terms of how realistic their test cases are, and then compare the ability of each test strategy (combinatorial test suites and test suites based on the operational profile, both synthetically generated and tests based on production data) to find regression faults, and the importance of the faults reported.

3. Proposed method to systematically control test data using classification tree models

Our approach to regression testing is black-box, relying on widely used classification tree models to model the input domain of the system under test. We chose to focus on black-box (specification-based) testing, using classification tree models, in order to obtain a practical and scalable solution for regression testing. In many situations, white-box testing is not practical due to lack of proper tool support, or not even applicable if there is no direct access to the source code or third party components. Then a black-box approach, based on the system specifications, must be adopted [5, 8, 9].

We use these test models to (1) systematically drive the synthetic test data generation and (2) to match production data against the model in order to determine coverage, either a) to select production data for testing or (b) to analyze the operational profile of a functional domain of the system under test, i.e. a particular functional area of the system under test. In the remainder of this section we will elaborate our practical approach for doing so, after first introducing the basic concepts of classification tree modeling.

3.1. Classification tree models

As mentioned in Section 2.2.2, classification tree modeling is a category-partition-based modeling technique [6, 3]. Classification tree modeling is typically used for modeling configuration parameters [10, 11, 12], or the input domain of the system under test, i.e. input parameters [13] or properties of the system under test [14]. In our case we model properties of the input domain in a hierarchical tree structure and split each property domain or range into equivalence classes, which represent sub-domains of values tailored for test purposes. The objective is to capture the variability in the input domain of the system under test, and then ensure we have tests covering a wide spectrum of combinations of input values.

An artificial example of a classification tree model, made using the tool CTE XL [4], is given in Figure 1.
The model is visible in the upper right corner, where relevant properties of the input domain are modeled as classifications (e.g. Property B: Nr of X), and split into equivalence classes (e.g. the ranges 1-4 and 5-10). As shown, it is also possible to conform to a hierarchical tree structure, by modeling sub-properties under an equivalence class. Equivalence classes could also be created for invalid ranges (e.g. < 0) [15]. However, as our regression test approach is targeted at testing system functionality, not robustness testing, we have not focused on invalid ranges in this paper.

The lower part of Figure 1 shows the model partitions. A partition is a specific combination of equivalence classes. Given the example model, a partition would be represented as the combination of three equivalence classes, namely one from Property B, one from Property C and one from Property D/E. For example a partition could be composed of the tuple 5-10, Yes, ≥ 1, which constitutes partition 12 in the model. Once the model is established, partitions can be generated. For example, partitions satisfying the pair-wise model coverage criteria can be generated, which ensures that every pair of equivalence classes are covered by at least one partition. For the simple model presented here, we have generated all possible combinations, and all resulting partitions are gathered in a set labeled “All Combinations”.

In our context, a partition corresponds to an abstract test case, or the specification of a test case, and a collection of partitions corresponds to a test suite specification.

To be able to use the models for anything practical, we need to integrate them with our regression test tool, DART [5]. DART has its own database, where everything related to the regression tests are stored, i.e. test configurations, test executions and test results. We have extended the database schema to also include tables equipped to store classification tree models. CTE XL stores the models as XML-files, which we parse and store into the DART database complying with the entity-relationship model shown in Figure 2. A test model (cte_testmodel) contains a set of nodes (cte_node), i.e. the classifications and equivalence classes in the model, and one or more test suite specifications (cte_testsuite), i.e. sets of partitions. Each test suite specification contains several partitions (cte_partition), each containing a set of nodes (cte_partition_node), that is the specific equivalence classes covered by the partition (the dots on each partition line in Figure 1). cte_testcase and cte_testcase_node map to cte_partition and cte_partition_node, and capture actual test cases in the system under test, as opposed to abstract test cases in the test model. Having the CTE XL-models integrated into our test tool enables us to use the models for test automation purposes.

3.2. Selecting test data based on test models

When using production data as basis for testing, the selected test data will vary between (regression) test campaigns. In order to remain systematic when testing, we use the test models (classification trees) to drive the selection of test data based on the coverage of partitions. By matching the test data against the classification tree models, we are able to (1) detect which model parti-
tions and model properties are covered (and not covered), and (2) reduce the level of redundancy, and thus the test effort, by selecting a subset of test cases for test execution. In short, our selection strategy selects, in a balanced way, test cases from all covered partitions in the classification tree model, while attempting to select the most diverse test cases from each partition. We refer the reader to Rogstad et al. [8] for further details on that subject.

The classification tree models tend to be high-level functional representations of the input domain of the system under test. Indeed, the input space could be characterized in a more complete or refined way with more tree properties and more equivalence classes associated with these properties, to better capture the variability in functionality and behavior of the system. Therefore, a gap exists between the abstract test cases defined by the model and executable test cases. In other words, there is no one-to-one relationship between the properties captured in the model and the concrete database fields in the database. The modeling is driven from a functional point of view to capture the variability of the input domain of the system under test, and is not concerned with the particular details of the system database. However, the gap between the model and the database has to be filled somehow, to ensure that we can match actual test data with the model, and furthermore to generate executable test cases from the abstract test cases.

When it comes to matching test data against the model, we have chosen to solve the mapping by extending the definition of the classification nodes in the model with an SQL query that maps the model property with its concrete value(s) in the database. The attribute node.sql on the cte.node entity, which is highlighted in Figure 2, holds this additional mapping information. The SQL query is built up in such a way as to extract information from the database regarding the value of the model property for a given test case, or set of test cases.

Following the example from Figure 1, each of the four classification nodes (Property B, C, D, and E) in the model, would have an attached SQL mapping query. For example, Property B: Nr of X would have an SQL mapping query that returns the value of Nr of X for an actual test case, and maps this value to the test case. The mapping between a test case and its model property values is given via the cte.testcase and cte.testcase_node entities. The set of test cases that should be examined is held by the cte.testcase entity. For each leaf node in the model (equivalence classes at the bottom level of the tree) corresponding to the actual value of a property, a link is established between the test case and the model node via cte.testcase_node. For example, if a test case has the value 3 for Property B: Nr of X, then a cte.testcase_node is created for the test case, with a reference to the leaf node with the value range 1-4, and the actual value of the test case (3) is stored in the attribute node.value.

Based on this strategy for matching test data with a test model, we can implement a generic solution, independent of the specifics of each individual test model. The mapping SQL query can be seen as an extension to the modeling effort, but once established, the matching of test data with the test models is general. An alternative strategy would be to attach an SQL query to all leaf nodes in the model. It would be equally general and simpler to implement, as you would not have to traverse the entire tree structure, but rather execute all leaf node queries for all test cases. However, it would result in the execution of many, nearly identical queries, as the queries for each specific equivalence class underlying a model property is highly likely to be very similar. It would also, in general, result in more SQL mapping queries to generate for the tester. Therefore, we chose to base the mapping through SQL queries on the level of model properties (classifications). When the matching is done, we can bring the results back to CTE XL (by extending the XML file of the model), in order to get a visual representation of coverage obtained by the test suite.

3.3. Generating synthetic test data

The classification tree modeling offers a systematic and well-defined frame for generating test data. It provides a clear overview of the input domain of the system under test, from which to generate test case specifications that ensure combinatorial model coverage of a specified degree (e.g. pair-wise, three-wise). Thus, we have also used the classification tree models to drive the generation of synthetic test data. Using the same classification tree models, both for analyzing coverage of production data used for testing and for the generation of synthetic test data, enables us to consider a hybrid solution. For example, a test campaign can primarily be based on production data, while complementing it with synthetic test data when test specifications cannot be matched with production data.

However, generating executable test cases from a test case specification is a far more complex affair than to extract the actual values of existing test data. Even a “simple” test case will most likely require a large extent of data populated in large parts of the relational database. Thus, we have chosen to solve the mapping between the abstract test cases defined in the model and
the executable test cases stored in the database, by implementing an adapter layer for test data generation, following the architecture in Figure 3. The adapter layer consists of a general test data API and one test data generator for each test model. The test data API holds general functionality for populating the various tables in the relational database with data, whereas each test data generator interprets a test model and its partitions and calls on the test data API to populate each test case with the properties and values specified by the model partitions. In other words, the test data generator can generate any test case within the scope of a given classification tree model. It takes a test suite specification as input and generates test data satisfying the specification for each test case in the suite.

Additionally, we have defined a set of variables, both at the level of a test suite specification and a partition, which the tester can override in order to customize the test cases. These variables represent details about the test cases, that are not regarded as important for the characterization of the input domain, and thus are not captured in the model, but nevertheless capture values a tester might want to tweak in a test. Examples of such values can be the taxpayers municipality, or the year of the tax calculation, which a tester will typically change as time goes by.

To extend the generation of test data to new application domains, the mapping code between the classification tree model that interprets the model and calls on the test data API to populate test data, have to be implemented. Extensions to the test data API is also necessary if the new models require data in tables that are not yet implemented in the API. Additionally, configuration variables are needed, they need to be defined at the test suite specification and partition level and accounted for in the adapter code.

The tester can choose to generate test cases for an entire test suite specification, or for an individual selection of partitions, and the result of the generation is a set of test cases stored in the test database, ready for execution. As an example, consider the classification tree model in Figure 1. The model has no knowledge about the system implementation, but rather capture variations in the input domain at a functional level. So the task of the mapping code is to map the model properties to actual system data in the database. In general in our context, the mapper needs to create a taxpayer, and then interpret each model property and call on the right API code to populate data accordingly. For example, Property B: Nr of X may be the number of children of the taxpayer, taking on two value ranges, 1-4 and 5-10. The generator will pick a random number in the given range, but according to a given seed to ensure deterministic random values for data sets that should be comparable across regression tests by reusing the same seed. It will then create the specified number of persons in the database and link them as children of the taxpayer. Since no further specification was given on the children, i.e. no hierarchical sub-properties, their values are randomly generated, yet deterministic when needed. Furthermore, Property C: has Z, could be whether or not the taxpayer is entitled to a tax deduction of a certain percent for some reason. Depending on the value, i.e. Yes or No from the model, the properties are set accordingly in the database for the synthesized taxpayer.

An important consideration regarding the test data generated is that they are independent of the state of the database. In practice this is obtained by generating the test data in a completely synthetic manner, with no relation to other data in the database except for basis data. Then the test case is expected to behave the exact same way, when executed on the same program versions, independent of the evolution of the data in the test database.

In the case study presented in the next Section, we will explore several different strategies for generating test suite specifications from the model, and in turn executable regression test suites. Though pair-wise
Pair-wise (2W). The pair-wise generation criteria is satisfied if every possible pair of equivalence classes is covered by at least one test case specification in the resulting test suite specification. Following the example from Figure 1, the equivalence classes 1-4 and Yes of Property B and Property C, respectively, should appear at least once in the test suite specification [16, 17, 2].

Three-wise (3W). The three-wise generation criteria is satisfied if every possible triple of equivalence classes is covered by at least one test case specification in the resulting test suite specification. Following the example from Figure 1, each of the equivalence classes 1-4, Yes, and >1 of Property B, Property C and Property D, respectively, should appear at least once in the test suite specification. In the example case, there would be no difference between three-wise and all combinations, because the model only contains three model properties at the top level [18, 19].

Weighed pair-wise (W2W). As for pair-wise the weighed pair-wise generation criteria is satisfied if every possible triple of equivalence classes is covered by at least one test case specification in the resulting test suite specification. Following the example from Figure 1, each of the equivalence classes 1-4, Yes, and >1 of Property B, Property C and Property D, respectively, should appear at least once in the test suite specification. In the example case, there would be no difference between three-wise and all combinations, because the model only contains three model properties at the top level [18, 19].

Operational profile (OP). The operational profile test suite specification is generated by randomly selecting test case specifications according to the probability distribution across the equivalence classes. Its objective is to generate a test suite that aligns with system usage, rather than targeting a specific model coverage (e.g. pair-wise). The number of test case specifications to generate is specified by the user.

The weights to the equivalence classes used by the two latter generation strategies have been set on the basis of the operational profile analysis. We have matched actual tax executions with the classification tree models in the way we explained in Section 3.2 in order to learn the probability distribution of the equivalence classes in the model. Following the example model given in Figure 1, if 75 % of the data in the operation profile have the value Yes for Property C: has Z, then weights are set accordingly to each leaf node. These equivalence class weights are used to drive the generation of weighed pair-wise and operational profile test suite specifications [7].

4. Case study

This section outlines the case study design and execution according to the guidelines given by Runeson and Höst [21] and presents the results of the study. These guidelines are tailored for reporting case studies within Software Engineering, and thus suitable for our context.

4.1. Objective and research questions

This case study focuses on experiences and observations regarding regression testing of a large, representative industrial database application. The primary objective is to assess the practice of using production data for regression testing purposes and evaluate the alternative practice of using synthetic test data based on combinatorial test selection, weighed or not based on the system operational profile. Given the characteristics of the system and environment under study (as will be further elaborated in Section 4.2), we believe that our lessons learned can apply to many other contexts.

More specifically, the following research questions are addressed:

RQ1 Given the common practice of using production data for (regression) testing database applications, its analysis and assessment is of high practical interest:

1. What level of partition coverage and model property coverage can test engineers expect from production data used for testing, when matched against a realistic classification tree model, i.e. model developed by domain experts?
2. For a given classification tree model, how much redundancy can test engineers expect with production data, i.e. do many instances of test data cover the same partitions?
RQ2 Given that combinatorial testing is one of the major testing approaches recommended in the literature, better understanding what it could achieve in database application testing and its drawbacks is of high practical interest. When comparing pair-wise, three-wise, and weighed pair-wise combinatorial test suite specifications with the test suite specifications based on the system operational profile, how well do they align, i.e. to which extent do combinatorial test suite specifications represent common usage scenarios?

RQ3 Ultimately, we want to favor a test strategy that reveals important faults. By important, we mean faults with a high relative likelihood of occurrence during system operation, e.g. the number of taxpayers potentially being harmed by the fault. Given the following types of test suites: (1) synthetic pair-wise (2W), (2) synthetic three-wise (3W), (3) synthetic pair-wise weighed according to the operational profile (2W2), (4) synthetic and based on the operational profile only (OP), and (5) based on production data only (PD), which test strategy does achieve higher fault detection and best reveal important faults in the context of regression testing?

RQ4 Can combinatorial testing be effectively combined with testing based on operational profiles or production data? Intuitively, these techniques can be expected to target different faults. Are they complementary, and if so, what combination yields the best fault detection rate?

4.2. Case study context

Petersen and Wohlin [22] suggested a checklist for reporting context information in industrial software engineering research. This is important in order to provide the reader with contextual information for the results, and thus the possibility to consider whether to generalize them to another context. The checklist is complementary to the general guidelines given by Runeson and Höst [21] for reporting software engineering case studies. We will comply with this checklist when describing the case and the context influencing it. The case study concerns the regression testing of database applications, and thus important context elements are the system being tested, the people involved in the test process, and the practices, tools and techniques supporting the test effort. We describe these different elements (facets), as suggested by Petersen and Wohlin.

4.2.1. The subject system

The system under test in our case study is the Norwegian tax accounting system, SOFIE. As mentioned in Section 2, SOFIE serves more than 3,000 end users (taxation officers) and handles yearly tax revenues of approximately 600 Billion NOK. The system was developed as a customized application for the Norwegian tax department during the late 2000s and entered its maintenance phase in 2011.

The system holds large amounts of data as it serves the tax calculations for the entire nation of Norway, i.e. ten years of historical tax data for millions of taxpayers. Thus, performance related aspects have been the main quality driver during development, in order to process large amounts of data efficiently. SOFIE is a very large database application, using a relational database and SQL to manage the data. It is built on standard Oracle database technology, using SQL and PL/SQL programming along with Oracle Forms user interfaces. In terms of size, the system has more than 1.000 tables in its main database schema, and contains more than 700 PL/SQL packages, and a variety of other database application artifacts (triggers, functions, procedures, views, etc.), in total constituting more than 2.5 million lines of code.

As Oracle is the world market leader both in terms of application platforms and database management systems [23], the subject system is built on technology that is widespread across the world. Furthermore, the SOFIE project was also selected as a case because it is representative of large database applications developed by the tax department and other public administrations, with a typically long lifespan. These systems process large amounts of data, leading to an extremely large number of potential test scenarios, which makes testing challenging and hard to scale manually.

From the above, we can see that the subject system selected is representative of many large database applications in numerous environments with respect to technology, size and complexity, and a large user base.

4.2.2. Regression test process

This section is meant to cover relevant aspects of what Petersen and Wohlin refers to as Processes, People and Practices, Tools and Techniques. The primary aim in this section is to describe the regression test process of our subject system. For a general reference on regression testing we refer the reader to a recent survey on the topic conducted by Yoo and Harman [24].

The releases of SOFIE follow a typical waterfall development process, and the regression test effort referred to in this case study is targeted towards system
level testing, which is often the most critical and difficult testing phase. A release matches a set of work tasks, including defects that arose from faults detected in previous test campaigns or from production, or newly specified functionalities. The work tasks are specified, estimated, prioritized and split into releases. The development team develops the changes, performs unit testing, and does the handover to the system testing team. As mentioned in Section 2.1, the regression testing of the batch programs, which are in focus here, is driven by the tool DART [5]. Such a regression test has mainly three prerequisites, namely a test configuration, a test model, and test data. The regression tests are usually carried out by a technical tester, and if he does not possess enough knowledge about the functional domain under test, he will involve a functional tester to conduct the deviation analysis.

For a particular functional domain under test, the tester defines a test configuration, which is the specification of which database tables and columns to monitor during the test execution. Additionally, the tester specifies how to logically group the database manipulations that were captured during the test execution. The typical case in our context is that one taxpayer equals one test case. Consequently, the database manipulations captured during test executions are grouped per taxpayer and the test results are presented per taxpayer (test case). More details can be specified, but what to monitor, and how to group the data into test cases are the most important ones. Test configurations are usually defined once and re-used for subsequent regression test campaigns.

Recall from Section 3 that we use classification tree models to select test cases. Thus, modeling the functional domain under test is an important part of the regression test procedure. To ensure the quality of the models, the modeling has been a combined effort of the testers and domain experts. The domain experts possess in-depth knowledge about the functional domain and the expected system specification and are thus best suited to make models that capture reality, whereas the tester has knowledge of the modeling tool (CTE XL) and facilitates modeling sessions. In our environment, we have mainly depended on domain experts as system specifications tend to be out of date or not at the right level of detail to use as modeling input. Dalal et al. [25] emphasize the importance of domain knowledge as a requirement for building proper models, as they are able to provide detailed inputs to the modeling process. The output of the modeling process is a classification tree model used as basis for test selection and regression testing.

The tester also prepares a set of test data, either generated synthetically based on the scheme presented in Section 3.3 or based on production data. When the test configuration is defined, the model is created and the test data is ready, the regression tests are executed and analyzed. A technical tester sets up the test and executes it, while potentially bringing in a functional tester to assist the analysis of the test results, i.e. the regression test deviations between the system versions. The regression tests exercise several parts of the system under test, and the technical tester in charge of the test execution does not necessarily have the detailed knowledge required to analyze the details of the deviations in the various tests.

The Norwegian Tax Department is a governmental institution, and does not compete in a market segment, but rather facilitates the tax processing of all Norwegian taxpayers. A further description of the market facet, as suggested by Petersen and Wohlin, is regarded irrelevant in our case.

4.3. Data collection

To collect data to address RQ1, we prepared test data based on production data. The usual practice when testing SOFIE is to make a copy of the production database and then reuse input files from the production environment. We loaded eight randomly selected files of varying size into the test database, which in total constituted data for approximately 42,000 taxpayers. Each input file may be seen as a production data test suite. The data we chose to use forms the foundation for testing four different parts of the system under test, each having an associated classification tree model. We matched the data against the four models, as explained in Section 3.2, in order to measure partition coverage and the level of redundancy.

Addressing RQ2 entails to analyze the operational profile of the functional domains considered. As this is effort-intensive, we chose to focus on three important functional domains of SOFIE, namely those concerning the tax calculations. Two of the models capture slightly different perspectives on the main tax calculations, whereas the third is concerned with changes in tax calculations, i.e. the taxpayer report a change and the tax is recalculated. For each of these domains, we had to go through the following procedure:

- Analyze the operational profile of the system under test, in relation to the classification tree model. For the models related to the main tax calculation, we analyzed all 4,285 million tax calculations for a given year, by matching them to the partitions in the classification tree. For the model related to the
changes in tax calculations, we analyzed all the tax calculations for the past five years, yielding a combined number of 1.2 million calculations. Since this is highly time consuming, we had to focus on specific years, rather than inspecting all data in the entire database. The analysis was conducted in the manner elaborated in Section 3.2, in which all the operational data was matched against the test models (partitions). We could then determine how many test cases fell under each model partition, and could then compute their relative frequencies and identify the most common scenarios executed in the operation of the system. This is referred to as the operational profile in the remainder of the paper.

- Generate combinatorial test suite specifications that ensures pair-wise and three-wise model coverage, according to the built-in algorithms in the modeling tool CTE XL [4].

- Assign weights to the model property equivalence classes according to their frequency of occurrence in the data from the operational profile, which we then used to generate a combinatorial weighed pair-wise test suite specification according to the built-in algorithm in the modeling tool CTE XL [4].

- Compare the combinatorial test suite specifications with the operational profile of the system, to understand how well they align.

Regarding RQ3 and RQ4, we ran actual regression tests in order to compare the fault detection capabilities of each test strategy. The functional domain under consideration was the changes in tax calculations mentioned above. Ideally, we would have liked to run regression tests for several program versions and several different functional domains. However, running alternative test suites over several versions and functional domains on both synthetic test data generated according to various test strategies and production data entailed an effort that was far beyond what was feasible. Thus, we chose to focus on one particular functional domain, that had undergone refactoring in a previous system release, so that we knew it had to contain corrections and regression faults. For this particular release, we ran regression tests for all the test strategies mentioned in RQ3. More specifically, we first generated combinatorial test suite specifications ensuring pair-wise, three-wise, and weighed pair-wise model coverage, and then generated executable test cases for each of them according to the test data generation scheme explained in Section 3.3.

Ideally test techniques should be compared with equal cost, and thus the test suite size should be kept constant across techniques. But whereas we can directly control the test suite size for operational profile testing and production data, the test suite sizes for the combinatorial test strategies are determined by the algorithms generating them. For example, three-wise generation will naturally result in more test case specifications than pair-wise. In our case, the pair-wise and weighed pair-wise, resulted in 139 and 147 test cases, respectively, while three-wise resulted in 814 test. Thus, we chose to first determine the most cost-effective combinatorial technique and then compare it with test suites based on the operational profile and production data, with fixed test suite sizes. We evaluated the cost-effectiveness of the combinatorial tests in terms of the number of distinct faults found, relative to the number of test cases executed and the number of deviations to inspect, which respectively capture the cost of test execution and analysis.

After identifying the most cost-effective combinatorial technique, we prepared test suites based on the operational profile and production data. We set the test suite size equal to the number of test cases in the most cost-effective combinatorial technique to enable a fair comparison across techniques. The operational profile test suite was generated according to the procedure described in Section 3.3. Regarding the production data, we sampled test cases both randomly and based on a Partition-based selection from the set of production data available. The partition-based selection, which is explained in more detail in Rogstad et al. [8], selects random partitions in a round-robin manner among all covered partitions in the classification tree model, while selecting random test cases within each partition, until the desired number of test cases is selected. For both the operational and the two production data strategies we repeated the exercise 30 times, in order to account for randomness. Using at least 30 repetitions is a common rule of thumb to ensure sufficiently robust statistical results in cases where each repetition is time consuming [26].

For all test strategies, we executed actual regression tests on the selected release of the subject system and analyzed deviations, in order to investigate their fault detection capabilities.

In the guidelines of Runeson and Höst, our data collection corresponds to a second degree data collection as we are directly in control of the collection of our raw data through the execution and analysis of the regression test cases on the subject system. We should also note that the data for each research question was col-
lected independently. However, the functional domain and the model referred to as Model D in Section 4.5 are part of the investigation regarding all four research questions.

4.4. Evaluation methodology

Regarding RQ1, we will analyze model coverage in two complementary ways, namely partition and leave coverage. We will report the maximum number of partitions (all combinations) of each model, along with the total number of leaf nodes, and in turn report the number of partitions and leaf nodes covered by each file of test data for each of the four subject models. The level of redundancy in the test data will be measured by the number of instances that cover the same partition. The formula for redundancy is given by equation 1, where $R(T)$ denotes the level of redundancy, $R$, for a test set $T$, $P(T)$ denotes the partitions $P$ covered by test set $T$, and $|T|$ and $|P(T)|$ denotes the cardinality of the sets.

$$R(T) = \frac{|T| - |P(T)|}{|T|} \quad (1)$$

RQ2 is about assessing how representative combinatorial test suite specifications are of the system usage. Thus, we compare the test suite specifications of the combinatorial test strategies, with the test suite specification based on the operational profile. Recall that we match operational data against the test models (partitions) to determine how many test cases fall under each model partition, and can then compute their relative frequencies and identify the most common scenarios executed during the operation of the system. For each combinatorial technique, pair-wise, three-wise and weighed pair-wise, we compare their partition coverage against that of the test suite specification based on the operational profile. Two test case specifications are considered to be equal if they share the same combination of equivalence classes (partition). To measure how representative the combinatorial test suite specifications are of the system usage, we report the number of overlapping partitions with OP testing along with the cumulative usage probability of all these overlapping partitions.

RQ3 is about assessing the fault-revealing power of different regression test strategies, both in terms of the number of faults detected and the importance of the faults. In the regression test campaigns, deviations are both due to regression faults and correct changes. In our evaluation, we have chosen to focus on faults, as finding faults has been the primary aim of the regression testing effort. The correctness of changes are usually verified in separate tests. We measure the fault detection power of a test strategy by assessing the number of distinct regression faults revealed relative to the number of test cases in the test suite executed. We also want to favor test strategies that reveal important faults, which in our context means faults that affect many taxpayers, i.e. the most common scenarios of the system operation. So for each fault, we measure the relative likelihood of a test case causing the fault being executed based on data used for the operational profile analysis, i.e. how many taxpayers it would potentially affect. But a limitation is that these results says nothing about the consequences the fault would have. Nevertheless, such likelihood will hereby be referred to as the importance of a fault. Recall from above that the operational profile data for the functional domain covered by our regression tests concerned 1.2 million taxpayers over a period of five years. So, when we report an importance of 2,377 (0.19%), it means that over the past five years, the scenario causing the fault has been executed 2,377 times in production, which is 0.19% of the 1.2 million executions that were analyzed.

When comparing the combinatorial techniques, the cost is not constant, as the test suite sizes vary across techniques. Thus, we assess their cost-effectiveness by measuring the number of distinct faults relative to the number of test cases executed and the number of deviations resulting from the tests, along with the cumulative importance of the faults revealed. When we then compare the most cost-effective combinatorial technique with other techniques (OP and PD), we keep the number of test cases constant across techniques, which renders the number of faults and their importance directly comparable.

RQ4 is meant to explore the possibility of combining a combinatorial technique with OP or PD for improved fault detection power. In that respect, we assess to which extent the faults from different techniques overlap. Complementary techniques should be as non-overlapping as possible in terms of the faults they detect, to justify the extra cost of combining them. Then we combine techniques that find complementary regression faults and evaluate the resulting cost-effectiveness.

4.5. Results

In this section we will report and discuss the results of our case study, for each of the research questions defined above.

4.5.1. Analysis of production data (RQ1)

Tables 1, 2, 3 and 4 all follow the same structure and present the results from matching production data used
for testing purposes against the four classification tree models associated with different functional domains. Column 1 states the source of the test cases (file, i.e. test suite), column 2 shows the number of test cases in the test data set, column 3 shows the number of model partitions covered, column 4 shows the number of leaf nodes covered, and column 5 shows the level of redundancy in the test data set. The total number of possible partitions and the total number of leaf nodes contained in the models are given in the caption of each table.

| File 1 | 22,894 | 170 | 31 | 99.3% |
| File 2 | 10,068 | 118 | 31 | 98.8% |
| File 3 | 3,886  | 89  | 30 | 97.7% |
| File 4 | 2,310  | 74  | 30 | 96.8% |
| File 5 | 1,187  | 60  | 29 | 95.0% |
| File 6 | 687    | 39  | 29 | 94.3% |
| File 7 | 518    | 44  | 28 | 91.5% |
| File 8 | 450    | 54  | 28 | 88.0% |
| Entire set | 42,000 | 233 | 31 | 99.3% |

| File 1 | 22,894 | 147 | 36 | 99.3% |
| File 2 | 10,068 | 142 | 36 | 98.6% |
| File 3 | 3,886  | 94  | 35 | 97.6% |
| File 4 | 2,310  | 81  | 36 | 96.5% |
| File 5 | 1,187  | 67  | 32 | 94.4% |
| File 6 | 687    | 57  | 33 | 91.7% |
| File 7 | 518    | 54  | 34 | 89.6% |
| File 8 | 450    | 54  | 33 | 88.0% |
| Entire set | 42,000 | 279 | 36 | 99.3% |

| File 1 | 22,894 | 601 | 38 | 97.4% |
| File 2 | 10,068 | 832 | 38 | 98.6% |
| File 3 | 3,886  | 647 | 38 | 97.0% |
| File 4 | 2,310  | 432 | 38 | 96.3% |
| File 5 | 1,187  | 288 | 38 | 58.1% |
| File 6 | 687    | 263 | 38 | 49.2% |
| File 7 | 450    | 253 | 38 | 43.8% |
| Entire set | 42,000 | 2,762 | 38 | 93.4% |

Distribution and redundancy of test cases across model partitions. The key thing to note is that, in general, the relative partition coverage in comparison to the number of test cases is very low, which implies that the level of redundancy is very high. For example, the largest set of test data (File 1), contains 22,894 test cases, but covers only 170, 147, 132, and 601 partitions in each of the four classification tree models, respectively. Given the formula for redundancy from Section 4.4, this yields a redundancy level between 97.4% and 99.4%, which is extremely high. In our context, a test run on 22,894 test cases would be considered to be a fairly large test. Nevertheless, when systematically matched against classification tree models covering the most important test properties of the functional domains under test, partition coverage is very low. One could argue that a model will always be a simplification of the real world, and not capture all the properties of the test data, thus making the level of redundancy look larger than it actually is. However, these models were prepared by testers and functional experts who know these functional domains very well. Consequently, and although being simplifications as all models are, they are thorough and representative of what can be expected in practice, thus suggesting the number of redundant tests is actually very high.

As the data shows, partition coverage is significantly higher for Model D than for the three other models. A plausible explanation is that this functional domain benefits from having production data more widely distributed across different years of income than the others. That is, the more data from past fiscal years, the higher the variety of test scenarios. Model D is related to changes in tax calculation. Each tax change adds a level of complexity, and the older the data is, the more likely it is to observe several tax changes. In this case, we loaded data for five different years, which had a positive effect on the dispersion of data for Model D, but did not affect data dispersion for Models A, B, and C.

Overall partition coverage. In the caption of each of the result tables, the total number of valid partitions is given for each of the four models. In general, testing all partitions is not a practical and realistic alternative.
Thus, measuring coverage against the total number of partitions may not be that relevant. Nevertheless, test data sets cover between 0.0027% and 0.48% of all possible partitions for the four models, e.g. 279 out of 227,000 partitions for Model B. These percentages can be considered to be extremely low.

**Leaf node coverage.** In the caption of each of the result tables, the total number of leaf nodes is given for each of the four models. Recall from Section 3.2 that a leaf node is an equivalence class at the bottom level of the model. When assessing the entire set of test data combined (42,000 test cases), we see that Model A (31) and Model D (38) cover all leaf nodes, whereas this is not the case for Model B (36 /39) and Model C (36 /48). But also for Model A, not all leaf nodes are covered for the smaller sets of test data (files). So even when running the test data in all files (e.g. for Model C) or a subset of the data in one file (e.g. for Model A), we are not guaranteed to cover all the leaf nodes at least once. The premise of combinatorial testing is that pair-wise or even three-wise coverage of the leaf nodes is desirable. But in many cases, when relying on production data for testing, not even leaf node coverage (also called “each choice” coverage) is ensured. Such “holes” in the production data may be due to seasonal changes or simply rare scenarios that are less frequent and thus fall outside the selected test data set.

**Summary of RQ1.** Our results suggest that, when relying on production data for testing, the level of redundancy in the test data is high and partition coverage is low. For two out of four test models, not all leaf nodes were covered even when considering the entire set of data combined (all files, 42,000 test cases), and the overall partition coverage across the four models varied from 0.0027% to 0.48%, which is extremely low. For example, the partition containing the highest number of instances for the four models included 25,614, 28,213, 23,299 and 10,931 instances, respectively. This means that, for the case under study, between 26% and 67% of the test data is contained in one partition, i.e. test data representing similar test scenarios. This implies that instances of the test data should be carefully selected when the tests are based on production data. Otherwise, large numbers of redundant tests will likely be executed. Furthermore, even when selecting test data systematically, not all leaf nodes in the model are guaranteed to be covered by the entire test set for all the models. Thus, we can expect that synthesized data will be needed in many cases.

### 4.5.2. Representativeness of combinatorial test suite specifications (RQ2)

Table 5 shows results from comparing the test suite specifications based on the operational profile of the system, with combinatorial test suite specifications for three different classification tree models. The combinatorial test suites were generated according to the three criteria described in Section 3.3, namely pair-wise, three-wise and weighed pair-wise. Column 1 indicates the model under consideration, columns 2 to 4 show comparisons with pair-wise test suites, columns 5 to 7 show comparisons with three-wise test suites, and columns 8 to 10 show comparisons with weighed pair-wise test suites. For each of the comparisons, we show the number of partitions in the combinatorial test suite specifications in the first column, the number of overlapping partitions with the test suite specification based on the operational profile in the second column, and the cumulative probability of the overlapping partitions in the third column, i.e. how many test cases in the operational profile those overlapping partitions represent.

The first thing to note is that, for Model E and Model F, there is no overlap whatsoever between the pair-wise and three-wise test suite specifications and the operational profile. For Model D, there are only 2 and partitions out of 139 and 814 test case specifications, respectively, that overlap between the pair-wise and three-wise test suite specifications and the operational profile, which is still very few. In practice, that means that executing the pair-wise or three-wise test suites for Models E and F, would not execute a single test case with an exact combination of equivalence classes (partition) equal to one from the real operation of the system. That does not necessarily mean that the test cases will not reveal faults relevant for the operation of the system, as faults can occur due to combinations of a subset of equivalence classes, that in fact are present in the operation of the system. However, it certainly offers a plausible explanation on why many of the faults found using these
techniques were rejected by engineers (chosen not to be corrected), as discussed in Section 2.2.2.

As expected, there is greater overlap when comparing the weighed pair-wise test suite specifications with the operational profile. However, there are still relatively few test case specifications overlapping, the exact numbers being 5 out of 147, 9 out of 75 and 6 out of 76. In terms of the cumulative probability, as shown in the last column of each comparison (columns 4, 7, and 10), the numbers are significantly higher for the weighed pair-wise approach. This is also as one would expect, namely that the weighed approach is better aligned with the operational profile. However, the main reason why the numbers are that much higher, is that the weighed pair-wise approach always starts by generating the most likely test case specification, i.e. the test case specification that contains the most probable combination of equivalence classes. Recall the results from RQ1, showing that the most frequent (likely) partitions typically contain a large percentage of the test data. Thus, by always including the most frequent partition, it will always represent a fair amount of the operational profile data. In general though, most of the test case specifications generated by the weighed pair-wise approach are not a part of the real operation of the system.

Summary of RQ2. In general, a test case specification derived from a combinatorial technique provides little to no overlap with a test suite specification generated from the operational profile. Although the test strategies have different aims, the results are surprising, as we would have expected that the test case specifications bore some relation to the operational profile, at least among the less frequent scenarios. A plausible explanation is that the models tend to be complex, i.e. contain many nodes (58, 196, and 136, respectively) and for many model properties one equivalence class usually has a much higher probability of occurrence than the others. 2W and 3W test suites treat all equivalence classes equally, and are then likely to combine several equivalence classes that are highly unlikely to be combined in practice. It does not take many combinations of less probable equivalence classes before obtaining a highly unlikely test case specification. Furthermore, when the models are large, the chances are high that unlikely combinations are present in most test case specifications. The weighed pair-wise approach helped increase the number of test case specifications overlapping with the operational profile ones and their associated cumulative probability. However, the number of overlapping test case specifications is still very low and a large portion of the cumulative probability is obtained through the coverage of the most likely model partition (recall the results from RQ1). Does the lack of representativeness of combinatorial testing, when compared to the operational profile, render it useless in our context? The results presented in the next section, regarding RQ3 and RQ4, investigate what this means in practice, in terms of revealing regression faults.

4.5.3. Fault revealing power (RQ3)

Recall from Section 4.3 that we will first identify the most cost-effective combinatorial technique, compare it with OP and PD at constant cost (RQ3), and then try to figure out a cost-effective way to combine techniques (RQ4).

Combinatorial test strategies. Table 6 contains some key figures of the regression tests for the combinatorial techniques. Column 1 specifies the regression test strategy considered, column 2 shows the number of test cases executed, column 3 shows the number of deviations resulting from regression testing, and column 4 shows the number of distinct regression faults found in regression testing. As the table shows, 3W identifies the highest number of distinct faults, but the difference between the three strategies is small. Table 7 shows the details of the test results per regression test suite, namely which faults that were revealed in which regression test strategy, if any. Additionally, the last column, “Importance”, shows the number and percentage of tax payers each fault would affect, as explained in Section 4.4.

When investigating the combinatorial techniques (pair-wise, three-wise and weighed pair-wise) in isolation, we can see from Table 6 and Table 7 that there is very little difference in terms of the faults they capture. In fact their fault detection patterns are almost identical. 11 of the 12 faults detected by 2W and W2W are the same, whereas 3W subsumes the faults identified by 2W and W2W, with a total of 13 faults. Despite substantial additional cost, the gain of running three-wise tests is relatively limited compared to running pair-wise or weighed pair-wise. It reveals one additional fault, but at the cost of executing 814 tests versus 139 and 147, respectively. Moreover, and more important in practice, as executing 814 tests may not be a major hurdle, 3W results in 396 regression test deviations, as

<table>
<thead>
<tr>
<th>Test technique</th>
<th># Test cases</th>
<th># Deviations</th>
<th># Distinct faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>2W</td>
<td>139</td>
<td>62</td>
<td>12</td>
</tr>
<tr>
<td>W2W</td>
<td>147</td>
<td>54</td>
<td>12</td>
</tr>
<tr>
<td>3W</td>
<td>814</td>
<td>396</td>
<td>13</td>
</tr>
</tbody>
</table>
Table 7: The faults revealed by the combinatorial techniques in the subject regression test for the case study.

<table>
<thead>
<tr>
<th>Fault</th>
<th>Test strategy</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault 1</td>
<td>1</td>
<td>278 (0.02%)</td>
</tr>
<tr>
<td>Fault 2</td>
<td>1</td>
<td>1,022 (0.08%)</td>
</tr>
<tr>
<td>Fault 3</td>
<td>1</td>
<td>53 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 7</td>
<td>1</td>
<td>12,022 (0.97%)</td>
</tr>
<tr>
<td>Fault 8</td>
<td>1</td>
<td>49 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 9</td>
<td>1</td>
<td>192 (0.02%)</td>
</tr>
<tr>
<td>Fault 10</td>
<td>1</td>
<td>1,015 (0.08%)</td>
</tr>
<tr>
<td>Fault 11</td>
<td>1</td>
<td>53 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 12</td>
<td>1</td>
<td>34 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 16</td>
<td>1</td>
<td>49 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 17</td>
<td>1</td>
<td>106 (0.01%)</td>
</tr>
<tr>
<td>Fault 18</td>
<td>0</td>
<td>25 (&lt; 0.01%)</td>
</tr>
<tr>
<td>Fault 19</td>
<td>0</td>
<td>16 (&lt; 0.01%)</td>
</tr>
</tbody>
</table>

Sum faults: 12 faults.

Operational profile and production data. Having identified 2W as the most cost-effective alternative among the combinatorial techniques, we can then run a comparison between 2W, OP and PD with equal size test suites. The number of test cases was set to 139, and test suites for OP and PD were generated accordingly, as described in Section 4.3. Regarding the two different selection strategies used for production data, we have labeled them random production data (RPD) and partition-based production data (PPD), while using the label PD when referring to the production data in general terms.

Table 8 shows the number of deviations and distinct faults resulting from the different test strategies, reporting averages for OP and PD due to their random nature. 2W detects the highest number of regression faults (12), whereas PD fares better than OP (3.27 and 7.53 faults versus 1.73 faults) with PPD being the most efficient way to sample production data among the two (7.53 versus 3.27 faults). So if the number of distinct faults was the only evaluation criteria, 2W would be superior to the others when compared holding execution cost (test suite size) constant. However, let us consider the distribution of faults and their importance as well. Table 8 shows the details of the test results per regression test suite, namely which faults were revealed by which regression test technique, along with the importance of the faults. For OP and PD, which are partly randomized techniques, the frequency of fault detection is shown.

Let us consider OP first. Intuitively, we would expect the OP test suite to discover more important faults than the combinatorial test suites. And in fact, the three unique faults that can be revealed by OP (fault 2, 7, and 10) are the most important ones among the faults captured with synthesized data, representing 0.08% to 0.97% of the cases in the system operation. However, OP does not detect them with a high degree of certainty (frequency ≪ 1) and these faults are not uniquely identified by OP. PD can capture two of them (fault 2 and 7), while 2W captures all three with 100% certainty. Our initial skepticism towards the combinatorial techniques, and thus the motivation for investigating operational profile testing, was related to their ability to detect important faults. However, the data presented in Table 9, when comparing 2W and OP, indicate that the
Table 9: The faults revealed by all test strategies in the subject regression test for the case study.

<table>
<thead>
<tr>
<th>Fault</th>
<th>Test strategy</th>
<th>Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2W</td>
<td>OP</td>
</tr>
<tr>
<td>Fault 1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 2</td>
<td>1</td>
<td>0.47</td>
</tr>
<tr>
<td>Fault 3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 7</td>
<td>1</td>
<td>0.83</td>
</tr>
<tr>
<td>Fault 8</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 10</td>
<td>1</td>
<td>0.43</td>
</tr>
<tr>
<td>Fault 11</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 12</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 13</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 15</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 16</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 17</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 19</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Fault 20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fault 21</td>
<td>0</td>
<td>0.13</td>
</tr>
<tr>
<td>Fault 22</td>
<td>0</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Nr of faults: 12 3 11 11

Combinatorial techniques can only find many rare faults, but they also detect the most important ones with a perfect, much higher degree of certainty than OP.

So despite the fact that the partitions covered by combinatorial test suites have low probabilities of occurrence, and thus are rarely or never executed in the operation of the system (as shown in RQ2), they still capture faults that are executed by more common executions. A plausible explanation why this is the case is that faults can be triggered by the interactions of a few equivalence classes. So despite being unrealistic, combinatorial test case specifications seem to have the ability to detect important faults. This supports common claims in the literature regarding combinatorial testing when motivating the use of pair-wise and three-wise test suites, namely that faults are often found in the interaction of few input values [18, 27]. According to the results presented, there is no empirical support to suggest that our original skepticism towards combinatorial testing’s capability to find important faults was justified. Though they do indeed capture a lot of faults with a low probability of occurrence during system operation, they also capture the higher probability faults that can be detected using operational profile testing and with a much higher degree of certainty. Thus, the fact is that 2W is more likely to capture all the faults covered by the OP test suite and many more, with fewer test cases, and is thus a much more cost-effective strategy.

What does seem to capture additional relevant faults, when compared to combinatorial testing, is production data. Contrary to the combinatorial test strategies, that were almost identical in terms of their fault detection capabilities, the faults that can be detected by the regression test relying on production data are almost mutually exclusive to those detected by the combinatorial tests. Only two out of 11 faults overlap with the faults from the combinatorial tests, whereas the remaining faults are unique to PD testing. This indicates that regression testing based on production data is very complementary to the combinatorial test strategies. However, an effective selection strategy is important since, as shown when addressing RQ1, the production data contains substantial redundancy. Selecting test cases while maximizing partition coverage of the model (as with PPD) is much more cost-effective than RPD, with more than twice the number of detectable faults.

In terms of important faults, PD also fares well. In fact, if we order the list of faults by their importance, six of the 11 faults (Fault 4, Fault 15, Fault 7, Fault 13, Fault 5 and Fault 2) identified by the production data come out on top, four of them being uniquely revealed by the PD test suite. In general, the data clearly suggest that the test suite based on production data identifies more important faults than those executed on synthetic test data. The question then is, why were those faults not discovered using the combinatorial test suites or the OP test suite?

The synthetically generated test data is derived from a test model. While being flexible, i.e. it can generate any combination of test data from the model for any given test, the test data is constrained by the model, or more specifically the imagination and expertise of the people defining the model. A detailed analysis show that for each of the faults that are solely detected by PD, the underlying cause for triggering the fault is not explicitly captured by the model. For example, there was an issue with one particular type of credit transaction for tax payment that the model did not capture. Hence, the synthetic test data generated from the model, as in the case of both the combinatorial test suites and the OP test suite, did not cover that particular fault, whereas testing from production data did. In turn, this shows that modeling a large input domain is hard and that, even with domain experts involved, important properties will be missing from the model. Thus, not using production data to support regression testing could lead to more regression faults being deployed, as the coverage of the
synthetic test data derived from a model is not a strong guarantee of the detection of important faults.

When trying to determine the best test strategy overall, 2W and PPD are the ones that stand out. 2W being the most cost-effective among the combinatorial test strategies, while PPD is a more efficient sampling strategy than RPD for tests based on production data. In terms of the number of faults detected, 2W is far better than PPD with 12 faults detected versus an average of 7.53. In general though, PPD detects more important faults than 2W. As expected from a mature, deployed system, none of the faults found in these regression tests are associated with high probabilities of occurrence in practice. But Fault 4, 15, and 7 represent a fair portion of the system executions, with 2.32%, 1.04% and 0.97%, respectively. PPD finds all these three faults in most executions (88.9%, 97.4% and 70.7%, respectively), whereas 2W detects Fault 7, but not Faults 4 and 15. In the other end of the scale, there are seven faults representing less than 0.01% of the system executions. Six of those were found by 2W, while one of them was found by PPD. Among the 11 faults of intermediate importance, PPD finds the three most important ones (Faults 13, 5, and 2), whereas 2W finds the third and fourth most important ones (Faults 2 and 10). Since 2W finds more faults than PPD, whereas PPD tends to reveal more important faults, determining the best approach to regression testing is then not clear-cut: It is a matter of deciding whether you want to find a larger number of faults with mostly low probabilities of occurrence during operation, as opposed to finding less faults with higher such probabilities.

Summary of RQ3. Among all the test strategies, 3W detected the most regression faults, but at an additional cost of many more test cases executed and far more deviations to inspect. 2W and W2W showed almost identical results, and captured only one fault less than 3W with significantly reduced test suite sizes (139 and 147 versus 814 test cases). And because 2W is a more straightforward technique than W2W and features a smaller test suite, 2W proved to be the most cost-effective approach among the combinatorial ones. OP could only find few faults (3), but those three faults were the most important ones among the detected faults with synthesized test data. However, the same faults were also captured by all the combinatorial techniques, and with perfect certainty since these strategies are deterministic, thus suggesting they are more effective at capturing important faults as well as much less likely ones. The PD techniques did not reveal as many faults as 2W, with an average of 3.27 for RPD and 7.53 for PPD. In general though, PD revealed more important faults than 2W, thus implying that synthesized test data could let important regression faults slip through production. Whether to opt for 2W or PPD if having to choose between the two is hard to decide. 2W detects more, whereas the faults detected by PPD are on average more important.

4.5.4. Combining techniques (RQ4)

Based on the results above, Figure 4 presents a Venn diagram that depicts, in a qualitative way, the overlap of detected faults among the different strategies. The diagram shows that 3W subsumes 2W and W2W, which in turn subsumes OP, while there is little overlap between those four and PD. The fact that PD stands out from the others, in terms of the type of faults it detects, suggests that it should be included as a part of a comprehensive test strategy. The fact that it also revealed the most important faults strengthens its position even more. As the regression faults of OP are subsumed by 2W, it would not provide any additional value to combine the two techniques. Thus, combining 2W with PPD seems to be a natural choice in order to run effective regression tests.

Figure 5 shows the number of faults detected per number of test cases executed, whereas Figure 6 shows the number of faults detected per number of regression test deviations, i.e. the number of regression test cases resulting in a deviation. Although our focus is on the combination of techniques, we have also included all the test strategies evaluated in RQ3 in the graphs to visualize the differences in fault detection capabilities relative to the number of test cases executed and the number of deviations to inspect. In addition to each individual test strategy, we show the results from combining 2W (the
most cost-effective combinatorial approach) with OP, RPD and PPD. For techniques that include an element of randomness (RPD, PPD, OP, 2W+OP, 2W+RPD and 2W+PPD) averages are plotted in the graph. The detailed numbers and basic statistics for both figures can be found in Table A.10 in Appendix A.

The graphs confirm what we already anticipated above based on the Venn diagram, namely that combining 2W and OP does not fare any better than 2W alone, since 2W subsumes the faults of OP. It just adds extra costs without any increase in fault detection. Combining 2W with PD on the other hand offers an improved fault detection rate. Whereas 2W and PPD individually detect 12 and 7.53 faults, respectively, they detect 17.85 faults on average when combined, which is a significant improvement. The cost of test execution also increases from 139 to 278 test cases, while the number of deviations increases from 62 to 94. Remember that 3W, which can be seen as an extension of 2W revealed 13 faults from 814 test cases and 396 deviations. In comparison the combination of 2W and PPD reveals an average of 17.85 regression faults with only 278 test cases and 94 deviations, which is far more efficient. Thus, the combination of 2W and PPD seems to be a convincing test strategy in terms of covering a broad range of regression faults at a reasonable cost.

**Summary of RQ4.** Our working hypothesis was that the combination of a combinatorial test suite and a test suite based on the system operational profile, both based on synthetic test data generated from a classification tree model, would be the most powerful combination. The assumption was that combinatorial tests would capture faults that would only exceptionally occur in practice while the operational profile tests would reveal faults with high probabilities of occurrence. However, as the data clearly shows, the best combination seems to be combinatorial testing and production data, and more specifically the combination of 2W and PPD.

It also turned out that our initial skepticism towards combinatorial test suites, namely that they were not able to detect important faults, did not fully reflect reality. Despite being constituted of test case specifications with a low probability of occurrence in the system operation, they did also capture important faults within the scope of the model they are generated from. Thus, deriving an operational profile test suite, from the same model, did not provide any additional value, as the faults detected by the OP test suite were also captured by the combinatorial test suites. So rather than synthesizing an OP test suite, it turns out it is better to rely on production data as a complement to synthesized combinatorial test data. Production data will by nature align with the operational profile and is complementary to combinatorial test data in terms of fault detection. The main reason seems to be that, despite being developed by domain experts, it is very difficult in practice to devise complete test models (classification trees).

**4.6. Recommendations**

We have implemented a systematic approach for generating synthetic test data, i.e. the necessary input data in order to execute a test case, based on test case specifications given by a classification tree model (recall Section 3.3). Although this entails an initial setup and implementation cost, once established, it provides us with the ability to generate test data for any given test case specification derived from the model. In turn, this enables us to run regression tests efficiently, as the preparation of test data is automated. The fact that the test data is generated from the test models also ensures a
systematic test approach and predictable model coverage across regression tests. Setting up production data for a regression test requires a few more steps including manual intervention, as input files from the production environment have to be located and transferred to the physical machine of the test database, where the data is anonymized and read into the test database. Additionally, our results suggest that the model coverage of the production data is low and unpredictable, while at the same time such data needs to be carefully selected because of its high level of redundancy from a testing standpoint.

Another practical benefit of synthesized test data is related to regression test execution and analysis. Remember that our regression test approach compares executions of a changed version of the program (delta) against the original version of the program (baseline) in order to identify deviations in database manipulations on a selected set of database tables and columns. Such an approach requires the two test runs to be executed on the same set of test data and the same initial database state. When using production data, we are not able to rerun the test data used in the baseline execution for the delta execution, as the state of our taxpayer data has changed during the baseline execution. Thus, we have to run a “flashback” on the database, which sets the database back to its initial state, before rerunning the test case on the changed program version with the exact same test data and database state. Because of the need for a database flashback, the execution of the baseline is no longer present in the database after the completion of the regression test. The drawback then is that the tester only has the delta execution available in the database when conducting the test analysis. This is not a major obstacle, as all the relevant data for the regression test was captured and stored during the baseline run. However, it is convenient for the tester to have both executions available, in order to directly compare them in the system under test. When using synthesized data, the approach is slightly different, as we generate a new set of test data for each run. The two sets of test data are identical, i.e. share the exact same properties and values, apart from the fact that they are created on separate fictitious taxpayers. This enable us to generate identical sets of test data for each test run (baseline and delta) that are directly comparable, without having to flashback the database.

As described above, there are some practical implications that make synthesized test data better suited for running effective regression tests. Thus, based on that assumption, the ideal scenario would be to run regression tests on a combination of combinatorial test data and operational profile test data, both synthetically generated. However, as the results from RQ3 and RQ4 show, running regression tests on production data turns out to be both efficient and complementary to running regression tests on synthesized combinatorial test data. Not accounting for this result could lead to important faults slipping to production. This result is mostly due to the fact that, even when relying on domain experts, test models are usually incomplete and do not account for all important factors affecting test results.

As regression testing is more effort intensive with production data, we recommend running continual regression tests using the most cost-effective synthesized combinatorial test data (2W) throughout the system release development, e.g. after each code check-in (defect correction). Then, when reaching a stable system release, we advise to set up and run additional regression tests based on production data (PPD) in order to capture additional relevant faults. This would both ensure quick feedback for the developers after defect corrections, at relatively low cost, but also the execution of complementary regression tests to detect faults outside the scope of the test model, prior to system delivery. In practice, test models should also be iteratively improved when possible, when shortcomings are being exposed by production data testing. The synthesized test data would then continuously improve and, in the long run, this would reduce the need for production data testing and decrease the cost of regression testing.

4.7. Threats to validity

In this section, we discuss the generality and potential threats to validity of our case study, following the classification scheme of Yin [28], as further described for software engineering in the guidelines by Runeson and Höst [21].

4.7.1. Construct validity

Our goal was to assess the use of production data for regression testing and the alternative practice of using synthetic test data generated by following various combinatorial strategies and operational profiles based on classification tree models. Because we chose to use classification tree models to drive the generation of synthetic test data, it was logical to assess the production data on the basis of the same models. While the synthesized data is generated according to a given model coverage level, the production data is not. Thus, we evaluated the model coverage and redundancy level of production data to better understand what to expect when testing with production data. We measured model
coverage in three complementary ways, namely model property, partition, and leave coverage, which all tells us about the coverage of test case specifications. Additionally, we measured the redundancy level of the production data in terms of duplicate test cases based on the classification tree model.

As for the comparison of techniques, we used the standard measure of fault detection rate, but also accounted for fault importance as we wanted to favour strategies that reveal faults likely to occur in operation. We also investigated the combination of test techniques in a way that ensures more complete regression testing.

We thus believe we have used appropriate operational measures to adequately compare test techniques and address our research questions, and do not believe there should be any immediate threats to construct validity.

4.7.2. Internal validity

We ensured that test suites were, when warranted, comparable in terms of cost across techniques. Therefore, we do not see any threats as to whether the observed relationship between the treatment (test techniques) and results (e.g., fault revealing power) could be explained by other factors.

4.7.3. External validity

An important question is whether our results, based on regression tests of one large system, are likely to be generalizable to other database applications. Ideally, one would always want to run multiple studies to better ensure the generalizability of the results. However, finding the type of data needed to conduct a similar study is not available in open source systems, and to replicate our study on another real world, large scale system would be a major, multi-year undertaking requiring the collaboration of another development organization. We believe the following factors helps mitigate the threat to external validity of the study:

- Our regression tests are based on information that should be easy to collect from any database application, namely changes in database manipulations between two versions of the system.
- The case study is conducted on a widely used database application and evaluated on real regression tests capturing real regression faults.
- As discussed in Section 4.2, the subject system is built on standard Oracle database technology. As Oracle is the world market leader both in terms of applications platforms and database management systems [23], the system is built on technology that is widespread across the world.
- The chosen subject system is very similar to many other such database applications developed by the Norwegian government and other administrations, with a typically long lifespan. These systems process large amounts of data, leading to a wide variety of possible test scenarios, which makes testing challenging, and the need for effective test strategies crucial during system evolution.

Another potential threat to external validity is the data collected and used to address RQ1. Such data may be domain specific, that is specific to our context and case study system. The fact that we analyzed data from four different functional domains of the system under test should reduce this threat. Further, having operational scenarios that are vastly more frequent than others is quite common in most systems. Nevertheless, additional studies are warranted to obtain a broader picture of the degree of redundancy to be expected in the production data of most systems.

4.7.4. Reliability

The results are based on an analysis of production data, the collection of operational profile data and comparisons of test techniques across regression tests. The data collection and analysis is clearly described as part of the case study design, and we do not see any potential threats as to how the results should be biased or dependent on the people conducting the study.

5. Related Work

The scope of our related work section includes works on combinatorial testing, database testing and operational profile testing.

Nie and Leung published a survey on combinatorial testing (CT) in 2011 [29]. They analyzed more than 90 key papers within CT research in order to evaluate the current state of the research and make recommendations for the future. Test case generation, i.e. generating small combinatorial test suites of a certain level of coverage, has by far been the most active area of research within CT. More than half of the papers (50) were related to generating combinatorial test suites. Combinatorial testing being an NP-hard problem, requiring approximations to be addressed, this topic has been given a great deal of attention throughout the years. In 2005, Grindal et al. conducted a survey more specifically within this area of CT research, surveying papers on
various combinations strategies for generating test cases [30].

Regarding future research within CT, Nie and Leung propose several directions within different sub-categories of CT. We would like to highlight three of them, in which we believe our study provides the most significant contributions. First, the authors emphasize the lack of empirical results in CT and stress the need for more studies and collection of more evidence to fully understand the limitations and strengths of CT. Our study provides empirical results on the application of combinatorial testing on a large system in a real industrial context. Second, Nie and Leung suggest that more research is needed on the application of CT to different levels of testing and different types of software. In our study, combinatorial techniques are applied to functional regression testing of a large industrial database application, a combination not previously covered in CT research. Third, the authors state that more work is required in integrating test case generation tools with other tools to fully automate the test process. In our study, we show how a tool for combinatorial testing (CTE XL) can be integrated with a tool for automated regression testing (DART), to automate functional system testing and regression testing, i.e. partially automated regression tests running automatically generated combinatorial test suites. Grindal et al. stated that further investigations are needed on how to select an appropriate combination strategy for a particular test problem. Although, we do not provide a general procedure on how to select an appropriate combination strategy for a particular test problem, we compare various combinatorial strategies used for functional system level regression testing of a large industrial database application. Our results suggest that pair-wise is the most efficient combinatorial strategy for that particular purpose.

Musa (1993) defined an operational profile (OP) as a quantitative characterization of how a system will be used [31]. Operational profiles are primarily used within software reliability testing to ensure that the most important features of the system under test are tested first. Smidts et al. conducted a survey of software testing relying on operational profiles [7]. Their main focus was to address the characteristics of OP development and their classification and relationships. The authors ended up selecting 19 papers that were carefully analyzed.

Smidts et al. (2014) found that several modeling paradigms are used to describe and build an OP, namely trees, state-based representations, probabilistic event flow graphs and sets, with state-based being the most common one. Recall that we build our OP of the input domain based on classification tree models by matching the equivalence classes of each model property against actual historic tax input data over a number of years. Six of the papers surveyed also used tree structures as part of their OP representation [31, 32, 33, 34, 35, 36]. However, the traditional approach within OP development is to model the software usage using a tree-based structure, where each tree node corresponds to elements of the particular usage profile. Each node is then assigned a probability of occurrence, which in turn leads to a combined probability of a sequence of events. Although our modeling approach and probability assignment resemble prior use found in the OP literature, two things are also fundamentally different: Whereas OP testing traditionally builds profiles of system usage in order to ensure reliability for the system end users, we have built profiles of the input domain of the system under test to ensure reliable tax calculations for the taxpayers. Our focus is on testing the automated processes for the tax calculations, not the manual system interactions of the end-users, i.e. taxation officers taking various actions to collect tax money remained to be paid. Thus, we have built OPs of the input domain to understand the importance of various test cases (combinations of inputs) such that we make sure to test the scenarios that could potentially harm large numbers of taxpayers. We have not seen such usage of OPs in other studies.

Within the context of database testing, Chays et al. (2000) noted the lack of uniform methods and testing tools for verifying the correctness of databases, despite their crucial role in many organizations [37]. In the following years Chays and Deng et al. proposed a framework, called AGENDA, for testing database applications [37, 38, 39, 40]. The components of the test framework included a parsing tool that gathered relevant information from the database schema and application, a tool that generated test cases for the application, a tool that checked the resulting database state after operations were performed by the database application, and a tool that assisted the tester in checking the output from the database application. However, the tool set remained at a prototype level, handled only very small database applications and were never scaled up to or evaluated for testing a realistically sized database application.

Another relevant research project within the context of database testing is the SIKOSA project [41, 42, 43]. The authors proposed a framework specifically targeted at regression testing of database testing. They focused on black-box tests, using a capture-and-replay approach. This aligns well with our approach, but while they restricted their work to checking input-output-relations of database applications, we also monitor the
database state, as we target regression testing of batch programs that process large amounts of data and reflect their outputs directly in the database. The SIKOSA project provided some experimental performance measures for their tool, but did not refer to any evaluations regarding fault detection effectiveness or cost-effectiveness, let alone in an industrial setting.

When compared to the existing literature, our paper offers interesting and practical results from an industrial setting on a real and representative database application, reporting real faults, with a focus on the practical application of combinatorial testing, operational profiles, and their combination.

6. Conclusion

There are very few studies, carried out in real development contexts, investigating the relative cost-effectiveness of black-box system test strategies, for example based on combinatorial strategies or operational profiles. In this paper, based on a large scale case study, we have assessed the practice of using production data for the regression testing of database applications, a common strategy in many development environments. Furthermore, we have also assessed the alternative strategy of generating synthetic test data according to common strategies. For this purpose, we have used classification tree modeling, which is a well-known black-box specification technique, to model the input domain of the system under test. The synthetic test data is generated on the basis of the specifications derived from these models according to both combinatorial and operational profile strategies.

We presented a practical approach on how to integrate a classification tree modeling tool (CTE XL) for black-box test specifications with a regression test tool for database applications (DART). This enables us to match production data against the models to learn their distribution across model partitions. We use this both to develop operational profiles of the input domains and to select production data for testing in a balanced way from the model partitions that have matching test data. The same model specifications are also used as basis to drive the generation of synthetic test data. Thus, we have automated support for generating test suite specifications from the models, generating synthetic test data from the model specifications, selecting production data for testing according to their distribution across model partitions, developing operational profiles, along with a partially automated process for database regression testing.

We matched production data (for approximately 42,000 taxpayers) that formed the foundation for testing four different parts of our case study system against their associated classification tree models. The results showed that the level of redundancy in the production data varied between 93.4% and 99.5% for the entire set of production data used in the study, which is extremely high. In practice, this means that if we would run tests randomly sampling from this data, more than 93.4% of the test cases would be redundant according to our test models. In particular, a large proportion of the data set is contained in a few partitions, e.g. the partition containing the highest number of instances for each of the four models under study included 25,614, 28,213, 23,299 and 10,931 instances, respectively. The results also showed that the partition coverage of the production data was low, e.g. covering 279 out of 227,000 feasible partitions. The high level of redundancy in the production data suggests that production data should be selected carefully for the purpose of testing, to avoid unnecessary costs entailed by redundant tests. Further, the low level of partition coverage suggests the need for generating synthetic test data to increase the completeness of testing.

During initial regression tests based on synthesized combinatorial test data, i.e. pair-wise and three-wise test suites, we experienced that many of the faults reported were not corrected as they were not deemed relevant for the operation of the system. A comparison of combinatorial test suite specifications against test suite specifications based on the operational profile, confirmed that their respective test suites had little in common, thus suggesting that the former were not representative of actual system usage.

Because of impracticalities pertaining to the use of production data for test automation purposes, we were curious to see whether the combination of combinatorial test suites and test suites following an operational profile, both generated synthetically, would yield effective regression tests in terms of fault detection. Our initial hypothesis was that the operational profile tests would reveal faults with high probabilities of occurrence, while the combinatorial tests would mostly capture faults that would only exceptionally occur in practice. We first compared the combinatorial test strategies, namely pair-wise (2W), three-wise (3W) and pair-wise weighed according to the operational profile (W2W), and concluded that 2W was the most cost-effective. 2W executed far less test cases than 3W (139 versus 814), resulted in far less regression test deviations to inspect (64 versus 396) and found only one less fault (12 versus 13). The results between 2W and W2W were very
similar, but 2W is preferred since it requires less effort to carry out. Then we compared the fault detection rate of pair-wise (2W) against test suites based on the operational profile (OP) and production data (PD), while keeping the number of test cases identical. To our surprise, we found that OP did not find any additional faults when compared to 2W, i.e., 2W subsumes the faults of OP. Though the faults detected by OP were the most important ones among the ones detected on synthesized data, it turned out that 2W also detected these faults, despite the fact that most of the 2W test cases did not match realistic scenarios. This was explained by the fact that most faults require test data to cover only a small subset of model property values to be triggered. Thus 2W is able to detect common faults despite executing test cases that combine input equivalence classes in an unrealistic way. On the other hand, when adopting a smart coverage strategy, PD test data captured many faults that were not detected by 2W tests, which we attributed to the fact that no realistic classification tree model can be expected to capture all relevant test properties. Thus, against initial expectations, the combination of 2W combinatorial test data and production data selected in a systematic manner according to model partition coverage (partition-based selection) turned out to be the most powerful combination for the functional regression testing of database applications.

Appendix A. Appendix

Table A.10 reports detailed data and descriptive statistics from which Figures 5 and 6 were generated.

Table A.10: Descriptive statistics (minimum, median, average, max and standard deviations) for the number of faults detected per number of test cases executed and resulting deviations.

<table>
<thead>
<tr>
<th>Test suite</th>
<th>Test cases executed</th>
<th>Deviations (avg.)</th>
<th>Distinct faults</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Min</td>
<td># Median</td>
<td># Average</td>
</tr>
<tr>
<td>2W</td>
<td>197</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2W+OP</td>
<td>187</td>
<td>94</td>
<td>12</td>
</tr>
<tr>
<td>3W</td>
<td>184</td>
<td>796</td>
<td>13</td>
</tr>
<tr>
<td>OP</td>
<td>159</td>
<td>2.04</td>
<td>1.75</td>
</tr>
<tr>
<td>OP+PD</td>
<td>159</td>
<td>16.42</td>
<td>13</td>
</tr>
<tr>
<td>PPD</td>
<td>159</td>
<td>31.73</td>
<td>12</td>
</tr>
<tr>
<td>2W+OP+PD</td>
<td>278</td>
<td>33</td>
<td>12</td>
</tr>
</tbody>
</table>
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